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Figure 2. Schematic illustration of the Hamiltonian in equation (16)
when (a) µ != 0, t = ! = 0 and (b) µ = 0, t = ! != 0. In the
former limit Majoranas ‘pair up’ at the same lattice site, resulting in
a unique ground state with a gap to all excited states. In the latter,
Majoranas couple at adjacent lattice sites, leaving two ‘unpaired’
Majorana zero-modes γA,1 and γB,N at the ends of the chain.
Although there remains a bulk energy gap in this case, these end
states give rise to a two-fold ground-state degeneracy.

The second simplifying limit corresponds to µ = 0 and
t = ! != 0, where the topological phase appears. Here the
Hamiltonian is instead given by

H = −i
t

2

N−1∑

x=1

γB,xγA,x+1, (17)

which couples Majorana fermions only at adjacent lattice sites;
see figure 2(b). In terms of new ordinary fermion operators
dx = 1

2 (γA,x+1 + iγB,x), the Hamiltonian can be written as

H = t

N−1∑

x=1

(
d†

xdx − 1
2

)
. (18)

In this form it is apparent that a bulk gap remains here
too—consistent with our results with periodic boundary
conditions—since one must pay an energy t to add a dx

fermion. However, as figure 2(b) illustrates the ends of the
chain now support ‘unpaired’ zero-energy Majorana modes
γ1 ≡ γA,1 and γ2 ≡ γB,N that are explicitly absent from the
Hamiltonian in equation (17). These can be combined into an
ordinary—though highly non-local—fermion,

f = 1
2 (γ1 + iγ2), (19)

that costs zero energy and therefore produces a two-fold
ground-state degeneracy. In particular, if |0〉 is a ground state
satisfying f |0〉 = 0, then |1〉 ≡ f †|0〉 is necessarily also a
ground state (with opposite fermion parity). Note the stark
difference from conventional gapped superconductors, where
typically there exists a unique ground state with even parity so
that all electrons can form Cooper pairs.

The appearance of localized zero-energy Majorana end
states and the associated ground-state degeneracy arise because
the chain forms a topological phase while the vacuum
bordering the chain is trivial. (It may be helpful to imagine
adding extra sites to the left and right of the chain, with
µ < −t for those sites so that the strong pairing phase forms

there.) These phases cannot be smoothly connected, so the
gap necessarily closes at the chain’s boundaries. Because this
conclusion has a topological origin it is very general and does
not rely on the particular fine-tuned limit considered above,
with one caveat. In the more general situation with µ != 0
and t != ! (but still in the topological phase) the Majorana
zero-modes γ1 and γ2 are no longer simply given by γA,1
and γB,N . Rather, their wavefunctions decay exponentially
into the bulk of the chain on a length scale ξ given by the
superconducting coherence length in the 1D system (which
diverges at the transition to the trivial phase). The overlap of
these wavefunctions results in a splitting of the degeneracy
between |0〉 and |1〉 by an energy that scales like e−L/ξ ,
where L is the length of the chain. Provided L % ξ ,
however, this splitting can easily be negligible compared with
all relevant energy scales in the problem; unless specified
otherwise we will assume that this is the case and simply refer
to the Majorana end states as zero-energy modes despite this
exponential splitting.

Finally, we comment on the importance of the fermions
being spinless in Kitaev’s toy model. This property ensures
that a single zero-energy Majorana mode resides at each end of
the chain in its topological phase. Suppose that instead spinful
fermions—initially without spin–orbit interactions—formed a
p-wave superconductor. In this case spin merely doubles the
degeneracy for every eigenstate of the Hamiltonian, so that
when |µ| < t each end supports two Majorana zero-modes,
or equivalently one ordinary fermionic zero-mode. Unless
special symmetries are present these ordinary fermionic states
will move away from zero energy upon including perturbations
such as spin–orbit coupling. (Note that even for a spinless
chain it is in principle possible for multiple nearby Majorana
modes to coexist at zero energy if certain symmetries are
present; see [56–58] for examples. Kramer’s degeneracy can
also protect pairs of Majorana end states in a particular class
of 1D superconductors with spin [59–61].)

This by no means implies that it is impossible to
experimentally realize Kitaev’s toy model and the Majorana
modes it supports with systems of electrons (which always
carry spin). Rather these considerations only imply that
a prerequisite to observing isolated Majorana zero-modes
is lifting Kramer’s degeneracy such that the electrons’ spin
degree of freedom becomes effectively ‘frozen out’. We will
discuss several ways of achieving this, as well as the required
p-wave superconductivity, in section 3.

2.2. 2D spinless p + ip superconductor

In two dimensions, the simplest system that realizes a
topological phase supporting Majorana fermions is a spinless
2D electron gas exhibiting p + ip superconductivity. We will
study the following model for such a system:

H =
∫

d2r

{
ψ†

(
− ∇2

2m
− µ

)
ψ

+
!

2

[
eiφψ(∂x + i∂y)ψ + H.c.

] }
, (20)

where ψ†(r) creates a spinless fermion with effective mass
m, µ is the chemical potential and ! ! 0 determines
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We show that the combination of spin-orbit coupling with a Zeeman field or strong interactions may

lead to the formation of a helical electron liquid in single-channel quantum wires, with spin and velocity

perfectly correlated. We argue that zero-energy Majorana bound states are formed in various situations

when such wires are situated in proximity to a conventional s-wave superconductor. This occurs when the
external magnetic field, the superconducting gap, or, most simply, the chemical potential vary along the

wire. These Majorana states do not require the presence of a vortex in the system. Experimental

consequences of the helical liquid and the Majorana states are also discussed.
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States of matter supporting Majorana fermions (MFs)
have received much attention in the context of quantum
computation. A widely separated pair of MF bound states
forms a nonlocal fermionic state immune to local sources
of decoherence, thus providing a platform for fault-tolerant
quantum memory. Moreover, since MF states realize a
representation of the non-Abelian braid group, topological
quantum information processing can, in principle, be af-
fected by braiding [1]. A realization of such states where
they can be readily manipulated is therefore highly
desirable.

There are several suggestions for physical systems that
support MF states, for ways to measure their properties and
manipulate them. These include fractional quantum Hall
states at filling ! ¼ 5=2 [2], p-wave superconductors [3],
surfaces of 3D topological insulators proximate to a super-
conductor [4], superfluids in the 3He-B phase [5,6], and
helical edge modes of 2D topological insulators proximate
to a ferromagnet and a superconductor [7]. Recently, it was
suggested that a semiconducting thin film sandwiched
between an s-wave superconductor and a magnetic insula-
tor [8] will host MF states associated with superconducting
vortices. All of these proposals are extremely challenging
experimentally.

Realizing and manipulating MFs in wires may be deci-
sively simpler. We show that quantum wires with strong
spin-orbit coupling, e.g., InAs or InSb wires, and banded
carbon nanotubes, form a helical liquid, akin to topological
insulator edges. Consequently, these wires support MF
states when in proximity to s-wave superconductors, and
a magnetic field. Unlike their 2D counterparts, wire-MF
states do not require the presence of a vortex in the system,
eliminating decoherence arising from low lying vortex-
core quasiparticle states. Most importantly, we explain
how to produce and manipulate them by variations of a
chemical potential, which could be simply produced by a
set of micron-sized gates capacitatively coupled to the

wire. Below we outline the key physical properties of
MF states in quantum wires, their experimental signatures,
and how to construct networks, enabling quantum infor-
mation processing.
Without loss of generality, let the wire lie along the y

axis, the spin-orbit interaction, u, be along the z axis, and a
magnetic field B be along the x axis. Also, the wire is in
contact with a superconductor, with proximity strength !
(chosen real). The Hamiltonian is [4]

H ¼
Z

"yðyÞH"ðyÞdy; "y ¼ ðc y
" ; c

y
# ; c #;$c "Þ

H ¼ ½p2=2m$"ðyÞ&#z þ up$z#z þ BðyÞ$x þ !ðyÞ#x:
(1)

c ";ð#ÞðyÞ annihilates spin-up (down) electrons at position y.
The Pauli matrices $, # operate in spin and particle-hole
space, respectively. " is the chemical potential.
Zeeman field and superconducting proximity absent, the

Hamiltonian (1) has an energy-momentum dispersion con-
sisting of two shifted parabolas crossing at momentum
p ¼ 0. The Zeeman field B removes the level crossing
and opens a gap at p ¼ 0. (Such a gap may also occur
due to strong electron-electron interactions [9,10], and
therefore B should be generally construed as either a
magnetic field perpendicular to the spin-orbit coupling,
or an interaction induced gap.) The pairing ! opens a
gap at the dispersion’s outer wings (regardless of the
Zeeman field’s strength when strong spin-orbit coupling
is present), which eliminates high-momentum excitations,
thus leaving only the chiral states near p ¼ 0 as low energy
excitation, which resemble the edge of a topological
insulator [4,10]. ! also affects these states, which allows
us to tune the topological phase transitions essential for the
production of MFs. Note that gapping out the high-
momentum excitation can be done by coupling our system
to an antiferromagnet with periodicity comparable to 2kF,
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We propose and analyze theoretically an experimental setup for detecting the elusive Majorana particle

in semiconductor-superconductor heterostructures. The experimental system consists of one-dimensional

semiconductor wire with strong spin-orbit Rashba interaction embedded into a superconducting quantum

interference device. We show that the energy spectra of the Andreev bound states at the junction are

qualitatively different in topologically trivial (i.e., not containing any Majorana) and nontrivial phases

having an even and odd number of crossings at zero energy, respectively. The measurement of the

supercurrent through the junction allows one to discern topologically distinct phases and observe a

topological phase transition by simply changing the in-plane magnetic field or the gate voltage. The

observation of this phase transition will be a direct demonstration of the existence of Majorana particles.

DOI: 10.1103/PhysRevLett.105.077001 PACS numbers: 74.78.Fk, 03.67.Lx, 71.10.Pm, 74.45.+c

The Majorana fermions were envisioned by Majorana
[1] in 1937 as fundamental constituents of nature.
Majorana particles are intriguing and exotic because each
Majorana particle is its own antiparticle unlike Dirac fer-
mions where electrons and positrons (or holes) are distinct.
Recently, the search for Majorana fermions has focused on
solid state systems where many-body ground states may
have fundamental quasiparticle excitations which are
Majorana fermions [2]. Although the emergence of
Majorana excitations, which are effectively fractionalized
objects (anyons) obeying non-Abelian statistics rather than
Fermi or Bose statistics [3], in solid state systems is by
itself an extraordinary phenomenon, what has attracted a
great deal of attention is the possibility of carrying out fault
tolerant topological quantum computation in 2D systems
using these Majorana particles [4]. Such topological quan-
tum computation, in contrast to ordinary quantum compu-
tation, would not require any quantum error correction
since the Majorana excitations are immune to local noise
by virtue of their nonlocal ‘‘topological’’ (TP) nature [3,4].
The direct experimental observation of Majorana particles
in solid state systems would therefore be a true break-
through both from the perspective of fundamental physics
of fractional statistics in nature and the techno-
logical perspective of building a working quantum com-
puter. It is therefore not surprising that there have been
several recent proposals for the experimental realization of
Majorana fermions (MFs) in solid state systems [5–7].

In this Letter, we propose and validate theoretically a
specific experimental setup for the direct observation of
MFs in one of the simplest proposed solid state systems—
1D semiconductor-superconductor heterostructure based
quantum wires. This particular heterostructure consisting
of an ordinary superconductor (e.g., Nb) and a semicon-
ductor with strong spin-orbit coupling (e.g., InAs) as pro-
posed originally by Sau et al. [6] and expanded by Alicea

[7], is simple and does not require any specialized materi-
als for producing Majorana modes. The superconductor
(SC) induces superconductivity in the semiconductor
(SM) where the presence of spin-orbit coupling leads to
the existence of MFs at the ends of the wire. We show that
in a suitable geometry (see Fig. 1) the superconducting
state in the semiconductor undergoes a phase transition, as
the chemical potential or magnetic field is tuned, from a
superconducting state containing Majorana modes at the
junction to an ordinary nontopological superconducting
state with no Majorana modes at the junction. We establish
that such a transition is indeed feasible to observe in the
laboratory in semiconductor nanowires, showing in the
process how one can directly experimentally discover the
Majorana mode in the SM/SC heterostructure.
Specifically, we consider here 1D InAs nanowire

proximity coupled with an s-wave superconductor (e.g.,

FIG. 1 (color online). (a) Top view of SM/SC heterostructure
embedded into small-inductance SC loop. (b) Side view of the
SM/SC heterostructure. The nanowire can be top gated to control
chemical potential. Here we assume L ! ! and L1 " ! with !
being the SC coherence length. (c) Proposed readout scheme for
the Andreev energy levels. Inductively coupled rf-driven tank
circuit allows time-resolved measuring of the effective state-
dependent Josephson inductance [19].
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localized at opposite ends of the chain and separated by a 
distance that can be much larger than the superconduct-
ing coherence length. This non-local entanglement in a 
gapped system is the hallmark of topological supercon-
ductors and represents an instance of electron fractional-
ization63. This argument relies on having an odd number 
of MZMs per wire end, because an even number of 
Majorana modes can pair up and locally form an Andreev 
state (which is a conventional fermionic state). Such a fer-
mionic mode generically resides at a finite energy, and as 
a result, there is no non-local entanglement in the ground 
state. Thus, there is a profound difference between con-
ventional gapped superconductors, which have a unique 
ground state with even fermion parity, and topological 
superconductors, which instead have a highly degenerate 
ground state owing to the presence of many MZMs9,63.

Realizing the above model poses a materials science 
challenge. Spinless p-wave superconductivity is a key ele-
ment for realizing separated MZMs. However, electrons 
in conventional materials have spin ½; thus, the notion 
of a spinless superconductor does not seem immedi-
ately relevant to real physical systems. An elegant way to 
overcome this difficulty is to use spin–orbit materials, in 
which the spin and orbital degrees of freedom are corre-
lated. Indeed, spinless superconductivity can effectively 
emerge in a semiconductor nanowire with strong spin–
orbit interaction proximity-coupled to a conventional 
(s-wave) superconductor25,26. The energy spectrum for 
a nanowire with spin–orbit coupling is shown in FIG. 1a. 
The spin–orbit interaction shifts the momentum parab-
olas sideways, and when a magnetic field is applied, the 
Zeeman term (which does not commute with the spin–
orbit term) causes the opening of a gap in the spectrum 
at zero momentum (BOX 1). When the chemical potential 
µ is tuned to be in the gap, the spectrum has a single band 
crossing Fermi points; thus, in this regime, the system 
is effectively described by ‘spinless’ degrees of freedom 

(FIG. 1a). However, owing to the spin–orbit-induced 
rotation of the spins at the opposite Fermi points, the 
proximity-induced s-wave interaction opens a pairing 
gap in the spectrum. The resulting state is closely related 
to a spinless p-wave superconductor (BOX 1).

One of the virtues of this model is that the proximitized 
nanowire can be driven into a topological phase by tuning 
the magnetic field or the chemical potential (FIG. 1b). The 
emergence of MZMs at a certain critical value of a con-
trol parameter is necessarily accompanied by the closing 
of the bulk gap9,63, which corresponds to a topological 
quantum phase transition (that is, a quantum phase tran-
sition between topologically trivial and non-trivial states; 
FIG. 1b). The topological phase is stable with respect to 
small perturbations (such as disorder) as long as they do 
not cause the bulk gap in the spectrum to collapse. The 
ability to realize the topological phase depends on the 
effective spin–orbit energy Eso, the proximity-induced 
gap ∆0 and the effective Zeeman energy VZ in the het-
erostructure. Therefore, when engineering materials to 
obtain MZMs, an obvious choice is to pick material com-
ponents that individually have the required properties. 
So far, the heavy-element semiconductors InAs and InSb 
have received considerable attention owing to their strong 
spin–orbit coupling and large Landé g-factor, whereas Al 
and NbTiN have been used as the superconducting com-
ponents. The relevant bulk properties of these materials 
are listed in TABLES 1, 2. The large g-factor of the semicon-
ductor allows one to achieve the desired effect, opening 
a large effective Zeeman gap in the proximitized nanow-
ire using in-plane magnetic fields with values below the 
critical field of the s-wave superconductor. High-quality 
interfaces between the two components lead to a signif-
icant hybridization of the semiconducting and metallic 
states, resulting in a large induced pairing gap. The inter-
face should be smooth, because disorder scattering tends 
to suppress p-wave superconductivity and eventually 
leads to the collapse of the topological phase64–78. All these 
requirements are important for the observation of MZMs 
and pose a challenging materials science task.

This Review is focused on the current state of the 
realization of MZMs in superconductor–semiconductor 
heterostructures; Majorana proposals based on topolog-
ical insulators and chains of magnetic atoms have been 
covered in several other excellent reviews10,79–83. We start 
with an overview of the recent materials science devel-
opments in the growth of high-mobility semiconductors 
and in the preparation of high-quality interfaces between 
superconductors and semiconductors, which make it 
possible to perform experiments to detect MZMs. We 
then summarize robust experimental signatures of 
MZMs and discuss the best evidence for the presence  
of MZMs in proximitized nanowires. Finally, we discuss 
the perspective for topological quantum computation 
with MZMs and proposals for experiments in this area.

Materials science aspects
Semiconductor growth. The fabrication of InAs and 
InSb semiconducting materials exhibiting 1D confine-
ment has been achieved by two different methods. The 
first method involves the top-down (lithography-based) 
definition of 1D structures in 2D quantum wells that 
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Fig. 1 | Energy spectrum and topological phase diagram of a semiconductor 
nanowire proximity-coupled to a superconductor. a | Energy spectrum as a function 
of the momentum k along the nanowire. Spin–orbit coupling shifts the parabolas 
describing the electron spectrum sideways by kso and introduces a new energy scale, 
Eso. Zeeman coupling VZ, which is due to an external magnetic field perpendicular to the 
direction of the spin–orbit coupling, opens a gap at k = 0 (REFS25,26). The arrows indicate 
the approximate spin orientations for different momenta, the colours correlate to the spin  
orientation (red is spin down; blue is spin up), and the dashed line indicates the chemical 
potential μ. b | Topological quantum phase diagram. By changing the chemical potential 
µ in the nanowire or Zeeman splitting VZ, it is possible to drive the system into a 
topological phase. Here, ∆0 is the proximity-induced pairing gap in the wire.
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We study multiband semiconducting nanowires proximity coupled with an s-wave superconductor and calculate
the topological phase diagram as a function of the chemical potential and magnetic field. The nontrivial topological
state corresponds to a superconducting phase supporting an odd number of pairs of Majorana modes localized at
the ends of the wire, whereas the nontopological state corresponds to a superconducting phase with no Majoranas
or with an even number of pairs of Majorana modes. Our key finding is that multiband occupancy not only
lifts the stringent constraint of one-dimensionality, but also allows having higher carrier density in the nanowire.
Consequently, multiband nanowires are better suited for stabilizing the topological superconducting phase and for
observing the Majorana physics. We present a detailed study of the parameter space for multiband semiconductor
nanowires focusing on understanding the key experimental conditions required for the realization and detection
of Majorana fermions in solid-state systems. We include various sources of disorder and characterize their effects
on the stability of the topological phase. Finally, we calculate the local density of states as well as the differential
tunneling conductance as functions of external parameters and predict the experimental signatures that would
establish the existence of emergent Majorana zero-energy modes in solid-state systems.

DOI: 10.1103/PhysRevB.84.144522 PACS number(s): 74.78.Na, 71.10.Pm, 74.20.Rp, 74.45.+c

I. INTRODUCTION

The search for Majorana fermions has become an active
and exciting pursuit in condensed-matter physics.1–4 Majorana
fermions, particles which are their own antiparticles, were
originally envisioned by Majorana in 19375 in the context of
particle physics (i.e., the physics of neutrinos). However, the
current search for Majorana particles is mostly taking place in
condensed-matter systems,6,7 where Majorana quasiparticles
appear in electronic systems as a result of fractionalization
and as emergent modes occupying nonlocal zero energy
states. The nonlocality of these modes provides the ability
to exchange and manipulate fractionalized quasiparticles and
leads to non-Abelian braiding statistics.8–14 Hence, in addition
to being of paramount importance for fundamental physics,
this property of the Majoranas places them at the heart of
topological quantum computing schemes.13,15–29 We mention
that solid-state systems, where the Majorana mode emerges
as a zero-energy state of an effective (but realistic) low-
energy Hamiltonian, enable the realization of the Majorana
operator itself, not just of the Majorana particle. Consequently,
Majorana physics in solid-state systems is, in fact, much
more subtle than originally envisioned by Majorana in 1937.
For example, in condensed-matter systems the nonlocal non-
Abelian topological nature of the Majorana modes that are of
interest to us is a purely emergent property.

About 10 years ago, Read and Green9 discovered that
Majorana zero-energy modes can appear quite naturally in
two-dimensional (2D) chiral p-wave superconductors where
these quasiparticles, localized at the vortex cores, correspond
to an equal superposition of a particle and a hole. A year
later, Kitaev11 introduced a very simple toy model for a 1D
Majorana quantum wire with localized Majorana zero-energy
modes at the ends. Both these proposals involve spinless
p-wave superconductors where one can explicitly demonstrate
the existence of Majorana zero-energy modes by solving
the corresponding mean-field Hamiltonian. Recently, several

groups30,31 suggested a way to engineer spinless p-wave
superconductors in the laboratory using a combination of
strong spin-orbit coupling and superconducting proximity
effect, thus opening the possibility of realizing Majorana
fermions in solid-state systems to the experimental field. The
basic idea of the semiconductor/superconductor proposal31

is that the interplay of spin-orbit interaction, s-wave super-
conductivity and Zeeman spin splitting could, in principle,
lead to a topological superconducting phase with localized
zero-energy Majorana modes in the semiconductor. Since
then, there have been many proposals for realizing solid-state
Majoranas in various superconducting heterostructures.30–45

Among them, the most promising ones involve quasi-1D
semiconductor nanowires with strong spin-orbit interaction
proximity-coupled with an s-wave superconductor.37,38,40 The
main advantage of this proposal is its simplicity: It does
not require any specialized new materials but rather involves
a conventional semiconductor with strong Rashba coupling
such as InAs or InSb, a conventional superconductor such
as Al or Nb, and an in-plane magnetic field. High-quality
semiconductor nanowires can be epitaxially grown (see, for
example, Ref. 46 for InAs and Ref. 47 for InSb) and are known
to have a large spin-orbit interaction strength α as well as large
Lande g factor [gInAs ∼ 10–25 (Ref. 48) and gInSb ∼ 20–70
(Ref. 47)]. Furthermore, these materials are known to form
interfaces that are highly transparent for electrons, allowing
one to induce a large superconducting gap ".49–51 Thus,
semiconductor nanowires show great promise for realizing and
observing Majorana particles.6,7 It is important to emphasize
that in the superconductor-semiconductor heterostructures the
Majorana mode is constructed or engineered to exist as a
zero-energy state, and as such, it should be experimentally
observable in the laboratory under the right conditions.

In a strictly 1D nanowire in contact with a superconductor,
the condition for driving the system into a topological
superconducting phase37,38 is |Vx | >

√
"2 + µ2, where Vx is
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FIG. 28. (Color online) Typical spectra for a trivial SC with N =
0 (red squares), a topological SC with N = 1 (orange diamonds), and
a trivial SC with N = 2 (black circles). The system is characterized
by µ = 54.5Eα , θ = 0.8, and γ = $0. The finite energy in-gap states
(for % = 15Eα and % = 45Eα) together with the Majorana zero
modes are localized near the ends of the wire (see also Fig. 12),
while the rest of the states extend throughout the entire system. The
corresponding LDOS is shown in Fig. 29.

nontrivial (N odd) topologies (see the phase diagram in Fig. 9).
Of major practical interest are the first two phases (N = 0 and
N = 1), as stronger Zeeman fields involve smaller gaps (see
Fig. 10) or may destroy superconductivity altogether. Typical
spectra from the first three phases (N = 0,1,2) are shown in
Fig. 28 and the corresponding LDOS is shown in Fig. 29.

The main conclusion suggested by the results shown in
Fig. 29 is that clear-cut evidence for the existence of the
Majorana zero modes can be obtained by driving the system
from a trivial SC phase with N = 0 to a topological SC state
with N = 1 by tuning the Zeeman field. In the trivial SC
phase there is a well-defined gap for all excitations, including
states localized near the ends of the wire. By contrast, the
topological SC phase is characterized by sharp zero-energy
peaks localized near the ends of the wire and separated from
all other excitations (including possible localized in-gap states)
by a well-defined minigap.

Is it possible to clearly distinguish the two phases with
different topologies in the presence of disorder? The answer
is provided by the results shown in Fig. 30 for a nanowire
with charged impurities. In contrast with the clean case, all
the low-energy states are strongly localized. Nonetheless, the
signature features of the two phases (the gaps and the zero-
energy peaks) are preserved. At this point we emphasize two
critical properties:

(i) The features illustrated in Fig. 30 are generic; that is, they
do not depend on the type or the source of disorder. Similar
LDOS can be generated using any other significant type of

FIG. 29. (Color online) LDOS for a clean nanowire in three
different phases: trivial SC phase with N = 0 (% = 15Eα , top),
topological SC phase with N = 1 (% = 25Eα , middle), and trivial SC
phase with N = 2 (% = 45Eα , bottom). The corresponding spectra
are shown in Fig. 28. Notice the finite energy in-gap states localized
near the ends of the wire (top and bottom) and the zero-energy
Majorana modes (middle and bottom). The weight of the zero-energy
modes in the N = 2 phase (bottom) is twice the weight of the
Majorana modes in the topological SC phase with N = 1 (middle).
However, the clearest distinction can be made between the N = 0
and the N = 1 phases. The LDOS is integrated over the transverse
coordinates y and z.

disorder discussed in the previous section or combinations of
different types of disorder. (ii) Observing a zero-energy peak at
a certain value of the Zeeman field does not by itself prove the
realization of a topological SC phase. The trivial SC state with
N = 2 may also have a zero-energy peak separated from all
other excitations by a minigap. To clearly identify the N = 1
phase one must measure the LDOS as a function of the Zeeman
field starting from % = 0, that is, from the trivial SC phase with
N = 0. Continuously increasing % will generate a transition
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I. INTRODUCTION

The search for Majorana fermions has become an active
and exciting pursuit in condensed-matter physics.1–4 Majorana
fermions, particles which are their own antiparticles, were
originally envisioned by Majorana in 19375 in the context of
particle physics (i.e., the physics of neutrinos). However, the
current search for Majorana particles is mostly taking place in
condensed-matter systems,6,7 where Majorana quasiparticles
appear in electronic systems as a result of fractionalization
and as emergent modes occupying nonlocal zero energy
states. The nonlocality of these modes provides the ability
to exchange and manipulate fractionalized quasiparticles and
leads to non-Abelian braiding statistics.8–14 Hence, in addition
to being of paramount importance for fundamental physics,
this property of the Majoranas places them at the heart of
topological quantum computing schemes.13,15–29 We mention
that solid-state systems, where the Majorana mode emerges
as a zero-energy state of an effective (but realistic) low-
energy Hamiltonian, enable the realization of the Majorana
operator itself, not just of the Majorana particle. Consequently,
Majorana physics in solid-state systems is, in fact, much
more subtle than originally envisioned by Majorana in 1937.
For example, in condensed-matter systems the nonlocal non-
Abelian topological nature of the Majorana modes that are of
interest to us is a purely emergent property.

About 10 years ago, Read and Green9 discovered that
Majorana zero-energy modes can appear quite naturally in
two-dimensional (2D) chiral p-wave superconductors where
these quasiparticles, localized at the vortex cores, correspond
to an equal superposition of a particle and a hole. A year
later, Kitaev11 introduced a very simple toy model for a 1D
Majorana quantum wire with localized Majorana zero-energy
modes at the ends. Both these proposals involve spinless
p-wave superconductors where one can explicitly demonstrate
the existence of Majorana zero-energy modes by solving
the corresponding mean-field Hamiltonian. Recently, several

groups30,31 suggested a way to engineer spinless p-wave
superconductors in the laboratory using a combination of
strong spin-orbit coupling and superconducting proximity
effect, thus opening the possibility of realizing Majorana
fermions in solid-state systems to the experimental field. The
basic idea of the semiconductor/superconductor proposal31

is that the interplay of spin-orbit interaction, s-wave super-
conductivity and Zeeman spin splitting could, in principle,
lead to a topological superconducting phase with localized
zero-energy Majorana modes in the semiconductor. Since
then, there have been many proposals for realizing solid-state
Majoranas in various superconducting heterostructures.30–45

Among them, the most promising ones involve quasi-1D
semiconductor nanowires with strong spin-orbit interaction
proximity-coupled with an s-wave superconductor.37,38,40 The
main advantage of this proposal is its simplicity: It does
not require any specialized new materials but rather involves
a conventional semiconductor with strong Rashba coupling
such as InAs or InSb, a conventional superconductor such
as Al or Nb, and an in-plane magnetic field. High-quality
semiconductor nanowires can be epitaxially grown (see, for
example, Ref. 46 for InAs and Ref. 47 for InSb) and are known
to have a large spin-orbit interaction strength α as well as large
Lande g factor [gInAs ∼ 10–25 (Ref. 48) and gInSb ∼ 20–70
(Ref. 47)]. Furthermore, these materials are known to form
interfaces that are highly transparent for electrons, allowing
one to induce a large superconducting gap ".49–51 Thus,
semiconductor nanowires show great promise for realizing and
observing Majorana particles.6,7 It is important to emphasize
that in the superconductor-semiconductor heterostructures the
Majorana mode is constructed or engineered to exist as a
zero-energy state, and as such, it should be experimentally
observable in the laboratory under the right conditions.

In a strictly 1D nanowire in contact with a superconductor,
the condition for driving the system into a topological
superconducting phase37,38 is |Vx | >

√
"2 + µ2, where Vx is
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with an unambiguous identification of the Majorana bound
state in the SM nanowire are well within a realistic parameter
regime.

The tunneling current between a metallic tip and the
nanowire can be evaluated within the Keldysh nonequilibrium
formalism.76 In terms of real-space Green’s functions we have

I = e

h

∫
dωReTr

{[
1 − GR

0 (ω)"R(ω − eV )
]−1

×
[
(1 − 2fω−eV )GR

0 (ω)"R(ω − eV ) + 2(fω−eV − fω)

×GR
0 "A(ω − eV ) − (1 − 2fω)GA

0 (ω)"A(ω − eV )
]

×
[
1 − GA

0 (ω)"A(ω − eV )
]−1}

, (46)

where V is the bias voltage applied between the tip and the
nanowire and fω = 1/(eβω + 1) is the Fermi-Dirac distribu-
tion function corresponding to a temperature kbT = β−1. The
retarded (advanced) Green’s function for the nanowire has the
expression

G
R(A)
0 (r,r ′,ω) =

∑

n

{
u∗

n(r)un(r ′)
ω − En ± iη

+ v∗
n(r)vn(r ′)

ω + En ± iη

}
, (47)

where un and vn are the particle and hole components of the
wave function corresponding to the energy En. The wave
functions and the energies are obtained by diagonalizing
the effective BdG Hamiltonian for the nanowire, including
the contibution from disorder, as described in the previous
sections. The matrices "R(A) contain information about the tip
and the tip-nanowire coupling. Specifically, we have

"R(A)(r,r ′,ω) = γr,r ′

∫
dx

ν(x)
ω − x ± iη

, (48)

where ν(x) represents the density of states of the metallic tip
and γr,r depends on the tunneling matrix elements between the
tip and the wire. We note that in Eq. (46) the trace is taken over
the position vectors. We consider a tunneling model in which
the amplitude of the tunneling matrix elements vary exponen-
tially with the distance from the metallic tip. Specifically, we
have γr,rγ0θrθr ′ , where γ0 gives the overall strength of the
tip-nanowire coupling and the position-dependent factor is

θr = e− 1
ξ

[
√

(x−xtip)2+(y−ytip)2+(z−ztip)2−xtip], (49)

with (xtip,ytip,ztip) being the position vector for the tip and ξ
a characteristic length scale associated with the exponential
decay of the tip-wire coupling. In the numerical calculations
we take ξ = 0.4a and (xtip,ytip,ztip) = (−3a,Ly/2,Lz/2); that
is, the tip is is at a distance equal with three lattice spacings
away from the end of the wire. With these choices, the
differential conductance becomes

dI

dV
∝ −

∑

n

[f ′(En − eV )|〈un|θ〉|2

+ f ′(−En − eV )|〈vn|θ〉|2], (50)

where the matrix elements 〈un|θ〉 and 〈vn|θ〉 involve sum-
mations over the lattice sites of the nanowire system and
provide the amplitudes for tunneling into specific states. Finite
temperature effects are incorporated through the derivatives of
the Fermi-Dirac function, f ′.

FIG. 32. (Color online) Differential conductance for tunneling
into the end of a superconducting nanowire. The curves correspond to
different values of the Zeeman field ranging from " = 11Eα (bottom)
to " = 36Eα (top) in steps of Eα . The curves were shifted vertically
for clarity. The trivial SC phase (" < 21Eα) is characterized by a gap
that vanishes in the critical region (" ≈ 21Eα). The signature of the
topological phase is the zero-energy peak resulting from tunneling
into the Majorana mode. The differential conductance was calculated
at a temperature T ≈ 50 mK for a disordered wire with a linear
density of charged impurities nimp = 7/µm.

The dependence of the tunneling differential conductance
on the bias voltage for a superconducting nanowire with
disorder is shown in Fig. 32. Different curves correspond
to different values of the Zeeman field between " = 11Eα
(bottom) and " = 36Eα (top) and are shifted vertically for
clarity. The temperature used in the calculation is 50 mK,
a value that can be easily reached experimentally. Lower
temperature values will generate sharper features, but the
overall picture remains qualitatively the same. Note that the
closing of the gap in the critical region between the trivial SC
phase and the topological SC phase can be clearly observed.
In this region dI/dV has features over the entire low-energy
range, as discussed in the previous section. The Majorana
bound state at " > 22Eα is clearly marked by a sharp peak at
V = 0, separated by a gap from other finite energy features. We
conclude that measuring the tunneling differential conductance
can provide a clear and unambiguous probe for Majorana
bound states in SM nanowires.
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All elementary particles have an antiparticle of opposite charge (for 
example, an electron and a positron); the meeting of a particle with its 
antiparticle results in the annihilation of both. A special class of parti-
cles, called Majorana fermions, are predicted to exist that are identical to 
their own antiparticle (1). They may appear naturally as elementary par-
ticles, or emerge as charge-neutral and zero-energy quasi-particles in a 
superconductor (2, 3). Particularly interesting for the realization of 
qubits in quantum computing are pairs of localized Majoranas separated 
from each other by a superconducting region in a topological phase (4–
11). 

Based on earlier semiconductor-based proposals, (6) and later (7), 
Lutchyn et al. (8) and Oreg et al. (9) have outlined the necessary ingre-
dients for engineering a nanowire device that should accommodate pairs 
of Majoranas. The starting point is a one-dimensional nanowire made of 
semiconducting material with strong spin-orbit interaction (Fig. 1A). In 
the presence of a magnetic field, B, along the axis of the nanowire (i.e., a 
Zeeman field), a gap is opened at the crossing between the two spin-orbit 
bands. If the Fermi energy, ȝ, is inside this gap, the degeneracy is two-
fold whereas outside the gap it is four-fold. The next ingredient is to 
connect the semiconducting nanowire to an ordinary s-wave supercon-
ductor (Fig. 1A). The proximity of the superconductor induces pairing in 
the nanowire between electron states of opposite momentum and oppo-
site spins and induces a gap, ǻ. Combining this two-fold degeneracy 
with an induced gap creates a topological superconductor (4–11). The 
condition for a topological phase is EZ > (ǻ2 + ȝ2)1/2, with the Zeeman 
energy, EZ = gȝBB/2 (g is the Landé g-factor; ȝB the Bohr magneton). 
Near the ends of the wire, the electron density is reduced to zero and 
subsequently ȝ will drop below the subband energies such that ȝ2 be-
comes large. At the points in space where EZ = (ǻ2 + ȝ2)1/2 Majoranas 
arise as zero-energy (i.e., mid-gap) bound states—one at each end of the 
wire (4, 8–11). 

Despite their zero charge and energy, Majoranas can be detected in 
electrical measurements. Tunneling spectroscopy from a normal conduc-
tor into the end of the wire should reveal a state at zero energy (12–14). 

Here we report the observation of such 
zero-energy peaks and show that they 
rigidly stick to zero-energy while 
changing B and gate voltages over 
large ranges. Furthermore, we show 
that this zero-bias peak is absent if we 
take out any of the necessary ingredi-
ents of the Majorana proposals, i.e., 
the rigid zero bias peak disappears for 
zero magnetic field, for a magnetic 
field parallel to the spin-orbit field, or 
when we take out the superconductivi-
ty. 

We use InSb nanowires (15), 
which are known to have strong spin-
orbit interaction and a large g-factor 
(16). From our earlier quantum dot 
experiments we extract a spin-orbit 
length lso § 200 nm corresponding to a 
Rashba parameter Į § 0.2 eV•Å (17). 
This translates to a spin-orbit energy 
scale Į2m*/(2ƫ2) § 50 ȝeV (m* = 
0.015me is the effective electron mass 
in InSb, me is the bare electron mass). 
Importantly, the g-factor in bulk InSb 
is very large, g § 50, yielding EZ/B § 
1.5 meV/T. As shown below, we find 
an induced superconducting gap ǻ § 
250 ȝeV. For ȝ = 0 we thus expect to 

enter the topological phase for B ~ 0.15 T where EZ starts to exceed ǻ. 
The energy gap of the topological superconductor is estimated to be a 
few Kelvin (17), if we assume a ballistic nanowire. The topological gap 
is significantly reduced in a disordered wire (18, 19). We have measured 
mean free paths of ~300 nm in our wires (15), implying a quasi-ballistic 
regime in micrometer long wires. With these numbers we expect 
Majorana zero-energy states to become observable below one Kelvin 
and around 0.15 T. 

A typical sample is shown in Fig. 1B. We first fabricate a pattern of 
narrow (50 nm) and wider (300 nm) gates on a silicon substrate (20). 
The gates are covered by a thin Si3N4 dielectric before we randomly 
deposit a low density of InSb nanowires. Next, we electrically contact 
those nanowires that have landed properly relative to the gates. The low-
er contact in Fig. 1B fully covers the bottom part of the nanowire. We 
have designed the upper contact to only cover half of the top part of the 
nanowire, avoiding complete screening of the underlying gates. This 
allows us to change the Fermi energy in the section of the nanowire 
(NW) with induced superconductivity. We have used either a normal (N) 
or superconducting (S) material for the lower and upper contacts, result-
ing in three sample variations: N-NW-S, N-NW-N and S-NW-S. Here 
we discuss our main results on the N-NW-S devices whereas the other 
two types, serving as control devices, are described in (20). 

To perform spectroscopy on the induced superconductor we create a 
tunnel barrier in the nanowire by applying a negative voltage to a narrow 
gate (dark green gate in Fig. 1, B and C). A bias voltage applied exter-
nally between the N and S contacts drops almost completely across the 
tunnel barrier. In this setup the differential conductance dI/dV at voltage 
V is proportional to the density of states at energy E = eV, relative to the 
zero-energy, dashed line in Fig. 1C. Figure 1D shows an example taken 
at B = 0. The two peaks at ±250 ȝeV correspond to the peaks in the qua-
si-particle density of states of the induced superconductor, providing a 
value for the induced gap, ǻ § 250 ȝeV. We generally find a finite dI/dV 
in between these gap edges. We observe pairs of resonances with ener-
gies symmetric around zero bias superimposed on non-resonant currents 

6LJQDWXUHV�RI�0DMRUDQD�)HUPLRQV�LQ�
+\EULG�6XSHUFRQGXFWRU�6HPLFRQGXFWRU�
1DQRZLUH�'HYLFHV�
V. Mourik,1* K. Zuo,1* S. M. Frolov,1 S. R. Plissard,2 E. P. A. M. Bakkers,1,2 L. P. 
Kouwenhoven1† 
1Kavli Institute of Nanoscience, Delft University of Technology, 2600 GA Delft, Netherlands. 
2Department of Applied Physics, Eindhoven University of Technology, 5600 MB Eindhoven, Netherlands. 

*These authors contributed equally to this work. 

†To whom correspondence should be addressed. E-mail: l.p.kouwenhoven@tudelft.nl 

Majorana fermions are particles identical to their own antiparticles. They have been 
theoretically predicted to exist in topological superconductors. We report electrical 
measurements on InSb nanowires contacted with one normal (Au) and one 
superconducting electrode (NbTiN). Gate voltages vary electron density and define 
a tunnel barrier between normal and superconducting contacts. In the presence of 
magnetic fields of order 100 mT we observe bound, mid-gap states at zero bias 
voltage. These bound states remain fixed to zero bias even when magnetic fields 
and gate voltages are changed over considerable ranges. Our observations support 
the hypothesis of Majorana fermions in nanowires coupled to superconductors.  o
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throughout the gap region. Symmetric resonances likely originate from 
Andreev bound states (21, 22), whereas non-resonant current indicates 
that the proximity gap has not fully developed (23). 

Figure 2 summarizes our main result. Figure 2A shows a set of 
dI/dV versus V traces taken at increasing B-fields in 10 mT steps from 
zero (lowest trace) to 490 mT (top trace), offset for clarity. We again 
observe the gap edges at ±250 ȝeV. When we apply a B-field between 
~100 and ~400 mT along the nanowire axis we observe a peak at V = 0. 
The peak has an amplitude up to ~0.05·2e2/h and is clearly discernible 
from the background conductance. Above ~400 mT we observe a pair 
of peaks. The color panel in Fig. 2B provides an overview of states and 
gaps in the plane of energy and B-field from –0.5 to 1 T. The observed 
symmetry around B = 0 is typical for all our data sets, demonstrating 
reproducibility and the absence of hysteresis. We indicate the gap edges 
with horizontal dashed lines (highlighted only for B < 0). A pair of res-
onances crosses zero energy at ~0.65 T with a slope of order EZ (high-
lighted by dotted lines). We have followed these resonances up to high 
bias voltages in (20) and identified them as Andreev states bound within 
the gap of the bulk, NbTiN superconducting electrodes (~2 meV). By 
contrast, the zero-bias peak sticks to zero energy over a range of ǻB ~ 
300 mT centered around ~250 mT. Again at ~400 mT we observe two 
peaks located at symmetric, finite biases. 

In order to identify the origin of these zero-bias peaks (ZBP) we 
need to consider various options, including the Kondo effect, Andreev 
bound states, weak antilocalization and reflectionless tunneling, versus a 
conjecture of Majorana bound states. ZBPs due to the Kondo effect (24) 
or Andreev states bound to s-wave superconductors (25) can occur at 
finite B. However, when changing B these peaks then split and move to 
finite energy. A Kondo resonance moves with twice Ez (24), which is 
easy to dismiss as the origin for our zero-bias peak because of the large 
g-factor in InSb. (Note that even a Kondo effect from an impurity with g 
= 2 would be discernible.) Reflectionless tunneling is an enhancement of 
Andreev reflection by time-reversed paths in a diffusive normal region 
(26). As in the case of weak antilocalization, the resulting ZBP is maxi-
mal at B = 0 and disappears when B is increased, see also (20). We thus 
conclude that the above options for a ZBP do not provide natural expla-
nations for our observations. We are not aware of any mechanism that 

could explain our observations, besides the conjecture of a Majorana. 
To further investigate the zero-biasness of our peak, we measure 

gate voltage dependences. Figure 3A shows a color panel with voltage 
sweeps on gate 2. The main observation is the occurrence of two oppo-
site types of behavior. First, we observe peaks in the density of states 
that change with energy when changing gate voltage (e.g., highlighted 
with dotted lines), these are the same resonances as shown in Fig. 2B 
and analyzed in (20). The second observation is that the ZBP from Fig. 
2, which we take at 175 mT, remains stuck to zero bias while changing 
the gate voltage over a range of several volts. Clearly, our gates work 
since they change the Andreev bound states by ~0.2 meV per Volt on the 
gate. Panels (B) and (C) underscore this observation with voltage sweeps 
on a different gate, number 4. (B) shows that at zero magnetic field no 
ZBP is observed. At 200 mT the ZBP becomes again visible in (C). 
Comparing the effect of gates 2 and 4, we observe that neither moves the 
ZBP away from zero. 

Initially, Majorana fermions were predicted in single-subband, one-
dimensional wires (8, 9), but further work extended these predictions to 
multi-subband wires (27–30). In the nanowire section that is uncovered 
we can gate tune the number of occupied subbands from 0 to ~4 with 
subband separations of several meV. Gate tuning in the nanowire section 

Fig. 1. (A) Outline of theoretical proposals. (Top) Conceptual 
device layout with a semiconducting nanowire in proximity to an 
s-wave superconductor. An external B-field is aligned parallel to 
the wire. The Rashba spin-orbit interaction is indicated as an 
effective magnetic field, Bso, pointing perpendicular to the nan-
owire. The red stars indicate the expected locations of a 
Majorana pair. (Bottom) Energy, E, versus momentum, k, for a 
1D wire with Rashba spin-orbit interaction, which shifts the 
spin-down band (blue) to the left and spin-up band (red) to the 
right. Blue and red parabola are for B = 0. Black curves are for 
B � 0, illustrating the formation of a gap near k = 0 of size gȝBB. 
(ȝ is the Fermi energy with ȝ = 0 defined at crossing of parabo-
las at k = 0). The superconductor induces pairing between 
states of opposite momentum and opposite spin creating a gap 
of size ǻ. (B) Implemented version of theoretical proposals. 
Scanning electron microscope image of the device with normal 
(N) and superconducting (S) contacts. The S-contact only co-
vers the right part of the nanowire. The underlying gates, num-
bered 1 to 4, are covered with a dielectric. [Note that gate 1 
connects two gates and gate 4 connects four narrow gates; see 
(C).] (C) (Top) Schematic of our device. (Down) illustration of 
energy states. Green indicates the tunnel barrier separating the 
normal part of the nanowire on the left from the wire section 
with induced superconducting gap, ǻ. [In (B) the barrier gate is 
also marked green.] An external voltage, V, applied between N 
and S drops across the tunnel barrier. Red stars again indicate 
the idealized locations of the Majorana pair. Only the left 
Majorana is probed in this experiment. (D) Example of differen-
tial conductance, dI/dV, versus V at B = 0 and 65 mK, serving 
as a spectroscopic measurement on the density of states in the 
nanowire region below the superconductor. Data from device 1. 
The two large peaks, separated by 2ǻ, correspond to the quasi-
particle singularities above the induced gap. Two smaller 
subgap peaks, indicated by arrows, likely correspond to An-
dreev bound states located symmetrically around zero energy. 
Measurements are performed in dilution refrigerators using 
standard low-frequency lock-in technique (frequency 77 Hz, 
excitation 3 ȝV) in the four-terminal (devices 1 and 3) or two-
terminal (device 2) current-voltage geometry. 
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conductance. Above ~400 mT, we observe a pair
of peaks. The color panel in Fig. 2B provides an
overview of states and gaps in the plane of energy
and B field from –0.5 to 1 T. The observed sym-
metry around B = 0 is typical for all of our data

sets, demonstrating reproducibility and the ab-
sence of hysteresis. We indicate the gap edges
with horizontal green dashed lines (highlighted
only for B < 0). A pair of resonances crosses
zero energy at ~0.65 Twith a slope on the order

of EZ (highlighted by orange dotted lines). We
have followed these resonances up to high bias
voltages in (20) and identified them as Andreev
states bound within the gap of the bulk NbTiN
superconducting electrodes (~2 meV). In con-
trast, the ZBP sticks to zero energy over a range
of DB ~ 300mTcentered around ~250mT. Again
at ~400 mT, we observe two peaks located at
symmetric, finite biases.

To identify the origin of these ZBPs, we need
to consider various options including the Kondo
effect, Andreev bound states, weak antilocal-
ization, and reflectionless tunneling versus a
conjecture of Majorana bound states. ZBPs due
to the Kondo effect (24) or Andreev states bound
to s-wave superconductors (25) can occur at
finite B; however, with changing B, these peaks
then split and move to finite energy. A Kondo
resonance moves with 2EZ (24), which is easy to
dismiss as the origin for our ZBP because of the
large g factor in InSb. (Note that even a Kondo
effect from an impurity with g = 2 would be dis-
cernible.) Reflectionless tunneling is an enhance-
ment of Andreev reflection by time-reversed
paths in a diffusive normal region (26). As in
the case of weak antilocalization, the resulting
ZBP is maximal at B = 0 and disappears when
B is increased; see also (20). We thus conclude
that the above options for a ZBP do not provide
natural explanations for our observations. We
are not aware of any mechanism that could ex-
plain our observations, besides the conjecture of
a Majorana.

To further investigate the zero-biasness of
our peak, we measured gate voltage depend-
ences. Figure 3A shows a color panel with volt-
age sweeps on gate 2. The main observation is
the occurrence of two opposite types of behav-
ior. First, we observe peaks in the density of
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Fig. 2. Magnetic field–dependent spectroscopy. (A) dI/dV versus V at 70 mK
taken at different B fields (from 0 to 490 mT in 10-mT steps; traces are offset
for clarity, except for the lowest trace at B = 0). Data are from device 1.
Arrows indicate the induced gap peaks. (B) Color-scale plot of dI/dV versus V

and B. The ZBP is highlighted by a dashed oval; green dashed lines indicate
the gap edges. At ~0.6 T, a non-Majorana state is crossing zero bias with a
slope equal to ~3 meV/T (indicated by sloped yellow dotted lines). Traces in
(A) are extracted from (B).
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Fig. 3.Gate-voltage dependence. (A) A 2D color plot of dI/dV versus V and voltage on gate 2 at 175 mT
and 60 mK. Andreev bound states cross through zero bias, for example, near –5 V (yellow dotted lines).
The ZBP is visible from –10 to ~5 V (although in this color setting, it is not equally visible everywhere).
Split peaks are observed in the range of 7.5 to 10 V (20). In (B) and (C), we compare voltage sweeps on
gate 4 for 0 and 200 mT with the ZBP absent and present, respectively. Temperature is 50 mK. [Note
that in (C) the peak extends all the way to –10 V (19).] (D) Temperature dependence. dI/dV versus V at
150 mT. Traces have an offset for clarity (except for the lowest trace) and are taken at different
temperatures (from bottom to top: 60, 100, 125, 150, 175, 200, 225, 250, and 300 mK). dI/dV outside
the ZBP at V = 100 meV is 0.12 T 0.01·2e2/h for all temperatures. A FWHM of 20 meV is measured
between the arrows. All data in this figure are from device 1.
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conductance. Above ~400 mT, we observe a pair
of peaks. The color panel in Fig. 2B provides an
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metry around B = 0 is typical for all of our data

sets, demonstrating reproducibility and the ab-
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with horizontal green dashed lines (highlighted
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of EZ (highlighted by orange dotted lines). We
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states bound within the gap of the bulk NbTiN
superconducting electrodes (~2 meV). In con-
trast, the ZBP sticks to zero energy over a range
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ization, and reflectionless tunneling versus a
conjecture of Majorana bound states. ZBPs due
to the Kondo effect (24) or Andreev states bound
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then split and move to finite energy. A Kondo
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dismiss as the origin for our ZBP because of the
large g factor in InSb. (Note that even a Kondo
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cernible.) Reflectionless tunneling is an enhance-
ment of Andreev reflection by time-reversed
paths in a diffusive normal region (26). As in
the case of weak antilocalization, the resulting
ZBP is maximal at B = 0 and disappears when
B is increased; see also (20). We thus conclude
that the above options for a ZBP do not provide
natural explanations for our observations. We
are not aware of any mechanism that could ex-
plain our observations, besides the conjecture of
a Majorana.

To further investigate the zero-biasness of
our peak, we measured gate voltage depend-
ences. Figure 3A shows a color panel with volt-
age sweeps on gate 2. The main observation is
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Zero-bias peaks and splitting in an Al–InAs
nanowire topological superconductor as a
signature of Majorana fermions
Anindya Das†, Yuval Ronen†, Yonatan Most, Yuval Oreg, Moty Heiblum* and Hadas Shtrikman

Majorana fermions are the only fermionic particles that are expected to be their own antiparticles. Although elementary

particles of theMajorana type have not been identified yet, quasi-particleswithMajorana-like properties, born from interacting

electrons in the solid, have been predicted to exist. Here, we present thorough experimental studies, backed by numerical

simulations, of a system composed of an aluminium superconductor in proximity to an indium arsenide nanowire, with the

latter possessing strong spin–orbit coupling and Zeeman splitting. An induced one-dimensional topological superconductor,

supporting Majorana fermions at both ends, is expected to form. We concentrate on the characteristics of a distinct zero-bias

conductance peak and its splitting in energy—both appearing only with a small magnetic field applied along the wire. The

zero-bias conductance peakwas found to be robustly tied to the Fermi energy over awide range of systemparameters. Although

not providing definite proof of a Majorana state, the presented data and the simulations support its existence.

Quantum mechanics and special relativity were merged into
a single theory when Dirac presented his equation in
19291, with a solution predicting an electron and an anti-

electron partner—the positron. Majorana, however, showed that
Dirac’s equation also has real solutions—the so-called Majorana
fermions2, which are their own anti-particles3. In condensed-
matter physics, the Majorana fermion is an emergent quasi-particle
zero-energy state4,5. The fundamental aspects of Majoranas and
their non-Abelian braiding properties6,7 offer possible applications
in quantum computation8–10. Examples of leading candidates to
host Majoranas are: Moore–Read-type states in the fractional
quantum Hall effect11; vortices in two-dimensional (2D) p+ ip
spinless superconductors12; and domain walls in 1D p-wave
superconductors4,13. As conventional s-wave superconductors are
more easily implemented than p-wave ones, several suggestions
for their implementations have recently been proposed: the
surface of a 3D topological insulator in proximity to an s-wave
superconductor14; a 2D semiconductor with strong spin–orbit
coupling in proximity to an s-wave superconductor under broken
time reversal symmetry (using a local ferromagnet15,16 or an external
magnetic field17); and a 1D semiconductor with the Majorana
quasi-particles appearing at the two ends of the 1D wire4,5,18,19.
Specifically, the authors of refs 18,19 proposed to employ InAs or
InSb nanowires, possessing strong spin–orbit coupling and large
Zeeman splitting at low magnetic fields, in proximity to an s-wave
superconductor. Following the suggestion of ref. 19 to use an
InSb nanowire, recent reports20,21 demonstrated the observation
of a magnetic-field-induced zero-bias conductance peak (ZBP), as
expected for a zero-energyMajorana state.

Here, we report the observation of a ZBP and its splitting
under different conditions of magnetic field, chemical potential
and temperature, in a high-quality suspended InAs nanowire in
proximity to an Al superconductor. We compare the experimental
results with numerical simulations based on scattering theory and
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find, using the experimental parameters, a qualitative agreement of
the data with a Majorana state. We also discuss alternative models
thatmay account for the observed ZBP (refs 22–24).

Theoretical aspects ofMajorana states
As our main goal is to find evidence of the formation of Majorana
states, it is important to specify the required conditions for their
formation. The most basic requirement is that the quasi-particle
is spinless. These requirements can be satisfied by p-wave Cooper
pairing of spinless particles5, or in v + (1/2) filling factor (where
v is an integer) in the fractional quantum Hall effect11. Here
we present a realization of a 1D nanowire coupled to an s-wave
superconductor, thus, with an induced superconductivity. Rashba
spin–orbit coupling25, leading to an effective magnetic field Bso /
p⇥E (where p is the momentum along the wire and E is the electric
field perpendicular to the wire), separates electrons with opposite
spins inmomentum space. Applying amagnetic field perpendicular
to Bso will mix the two spin bands, forming two pseudo-spin
bands, Zeeman gapped by 2EZ at p = 0 (Fig. 1a,b). Inducing
superconductivity modifies the Zeeman gap at p= 0 and opens up
a gap at the Fermi momentum pF (Fig. 1c). The overall gap Eg is
the smaller of these two gaps. Three parameters are of significance:
the spin–orbit energy �so = p2so/2m, with ±pso = ±h̄/⌦so (Fig. 1a);
the Zeeman gap 2EZ = gµBB, where g is the Landé g -factor, µB
is the Bohr magnetron and B is the external magnetic field; and
the induced superconducting gap in the nanowire 2�ind (the Al
superconducting gap is 2�Al). For �ind > 0 and EZ = 0 the wire
is a trivial superconductor with a gapped spectrum. When EZ is
increased to EZ =

p
�2

ind +µ2, where µ is the chemical potential
(Fig. 1a), the gap at p= 0 closes at the Fermi energy, and the wire
enters the topological phase; with a topological gap reopeningwith a
further increase in EZ. Continuously changing the parameters along
the wire from its topological phase into another gapped phase must
close the gap at the phase transition point, forming a Majorana
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Figure 2 |A suspended Al–InAs nanowire on gold pedestals above p-type silicon. The p-type silicon serves as a global gate (GG) coated with 150 nm
SiO2. a, A type I device with an additional gold pedestal at the centre, a gold normal contact at each end of the wire and an aluminium superconducting
contact at the centre. Two narrow local gates (RG and LG), 50 nm wide and 25 nm high, displaced from the superconducting contact by 80 nm, affect both
the barrier height near the Al edge and the chemical potential in the wire. b, A type II device without the centre pedestal, thus allowing control of the
chemical potential under the Al contact. c, Scanning electron micrograph of a type II device (scale bar, 300 nm), with a 5 � voltage source VSD and a
cold-grounded drain. Inset: high-resolution TEM image (viewed from the h1120i zone axis) of a stacking-fault-free, wurtzite-structure, InAs nanowire,
grown on (011) InAs in the h111i direction. The TEM image (scale bar, 10 nm) is courtesy of R. Popovitz–Biro. A more detailed image can be found in the
Supplementary Information. d, An estimated potential profile along the wire.

end, some 50 nm above a Si/SiO2 substrate. Two types of device
were tested (Fig. 2a,b): in both, the wires were contacted with two
gold layers at their ends (serving as low-resistance contacts), and
a superconducting aluminium strip (100 nm thick and ⇠150 nm
wide) at the centre. In type I devices a gold pillar supported
the wire under the aluminium electrode (the Al critical field was
⇠60–70mT), whereas in type II devices the centre pillar wasmissing
(the Al critical field was⇠100–150mT for different devices) and the
critical temperature was⇠1K, consistent with the superconducting
Bardeen–Cooper–Schrieffer gap (1⇠ 150 µeV). The conducting Si
substrate served as a global gate (effective under the superconductor
only in type II devices), and two additional narrow local gates
(Fig. 2d), placed 80 nm away from the superconductor edges
(25 nm thick, 50 nm wide). Being close to the wire, they affected
both the potential barriers near the edges of the superconductor,
and the chemical potential along the wire.

Before cooling, the devices dwelled at room temperature in a
vacuum pumped chamber for 24 h with the conductance increasing
by some 20-fold (owing to desorption of surface impurities).
With the dilution refrigerator temperature at 10mK, the estimated
electron temperature in the wire was ⇠30mK. A 575Hz 1–2 µV
root-mean-squared signal was fed to the superconducting contact
and the resultant current was collected at one side of the wire (by
the ohmic contact), to be amplified later by a home-made current
amplifier (Fig. 2). We also measured the conductance at a higher
frequency (⇠1MHz), employing a low-noise voltage preamplifier
cooled to 1K (ref. 29).

Our numerical simulations were based on a generalization of the
formalism pioneered by Blonder, Tinkham and Klapwijk30, which
allows modelling a large number of segments in the wire, including
spin flip processes, going beyond the small bias approximation.
Each segment was characterized by different parameters, with
discontinuous jumps at the interfaces. Using wavefunctions
matching at the interfaces, the Bogoliubov–de Gennes equations
were solved to find the scattering states at each energy and thus the
corresponding transmission and reflection amplitudes (for further
details see, the Supplementary Information and refs 31–34).

Study of the parameters
We start with a calibration of the two types of studied device. Bare
and ungated wires are n-type with a density of⇠106 cm�1, and thus
are likely to occupy a single subband. The presence of disorder and
weak barriers near the metal contacts make the conductance highly
sensitive to the chemical potential, namely, to the gate voltage. At
the lower conductance range (large barrier at the superconductor
interface, or low density), Cooper pair transport is suppressed
and the zero-bias conductance may be flat or exhibit either dips
or peaks. There are a few potential causes of the observed ZBPs;
reflectionless tunnelling, being constructive interference between
electron reflection and Andreev reflection35 in S–I–N–I devices (I,
insulator; S, superconductor; N, normal), which are expected to
quench with magnetic field36,37; Andreev bound state—common
in S–N–I, likely to be split (weakly) at zero field and Zeeman split
further with field38,39; Kondo correlations—due to weakly confined
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increments 1B⇠ 2 mT (each shifted by ⇠ 0.02e2/h). At B= 0, there is a typical conductance dip at VSD = 0, flanked by two shoulders at
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of �Al and �ind on the magnetic field was used. The data were convolved with a Fermi–Dirac kernel to simulate an electron temperature of 30 mK.

shoulders, which are a representation of the so-called induced
gap in the nanowire. Determined by Cooper pairs tunnelling
into the wire, this feature was found to be strongly dependent
on the chemical potential in the wire, which in turn affected
the wavefunction in the wire and consequently the tunnelling
probability of the Cooper pairs. A typical value was �ind ⇠= 50 µeV.
The second feature, at higher bias, is two distinct peaks, being
the representation of the bulk aluminium gap, �Al ⇠= 150 µeV.
The latter assignment was verified by carrying out a ⇠1MHz shot
noise measurement (type I device), revealing an abrupt change

in the slope at eV SD = �Al. For a transmission coefficient of
the non-ideal aluminium–wire interface t ⇠ 0.6, current I and
T ⇠ 10mK, the measured noise spectral density agreed with the
single-channel expression S⇠ 2e⇤I (1� t ⇤), with e⇤ = 2e and t ⇤ = t 2
for eV SD < �Al, and e⇤ = e with t ⇤ = t for eV SD > �Al (ref. 29;
Supplementary Fig. S5).

Characterization of the field emerging conductance peaks
The gold pedestal under the aluminium contact in type I devices
fully screens the gate voltage, thus preventing tuning of the chemical
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Zero-bias peaks and splitting in an Al–InAs
nanowire topological superconductor as a
signature of Majorana fermions
Anindya Das†, Yuval Ronen†, Yonatan Most, Yuval Oreg, Moty Heiblum* and Hadas Shtrikman

Majorana fermions are the only fermionic particles that are expected to be their own antiparticles. Although elementary

particles of theMajorana type have not been identified yet, quasi-particleswithMajorana-like properties, born from interacting

electrons in the solid, have been predicted to exist. Here, we present thorough experimental studies, backed by numerical

simulations, of a system composed of an aluminium superconductor in proximity to an indium arsenide nanowire, with the

latter possessing strong spin–orbit coupling and Zeeman splitting. An induced one-dimensional topological superconductor,

supporting Majorana fermions at both ends, is expected to form. We concentrate on the characteristics of a distinct zero-bias

conductance peak and its splitting in energy—both appearing only with a small magnetic field applied along the wire. The

zero-bias conductance peakwas found to be robustly tied to the Fermi energy over awide range of systemparameters. Although

not providing definite proof of a Majorana state, the presented data and the simulations support its existence.

Quantum mechanics and special relativity were merged into
a single theory when Dirac presented his equation in
19291, with a solution predicting an electron and an anti-

electron partner—the positron. Majorana, however, showed that
Dirac’s equation also has real solutions—the so-called Majorana
fermions2, which are their own anti-particles3. In condensed-
matter physics, the Majorana fermion is an emergent quasi-particle
zero-energy state4,5. The fundamental aspects of Majoranas and
their non-Abelian braiding properties6,7 offer possible applications
in quantum computation8–10. Examples of leading candidates to
host Majoranas are: Moore–Read-type states in the fractional
quantum Hall effect11; vortices in two-dimensional (2D) p+ ip
spinless superconductors12; and domain walls in 1D p-wave
superconductors4,13. As conventional s-wave superconductors are
more easily implemented than p-wave ones, several suggestions
for their implementations have recently been proposed: the
surface of a 3D topological insulator in proximity to an s-wave
superconductor14; a 2D semiconductor with strong spin–orbit
coupling in proximity to an s-wave superconductor under broken
time reversal symmetry (using a local ferromagnet15,16 or an external
magnetic field17); and a 1D semiconductor with the Majorana
quasi-particles appearing at the two ends of the 1D wire4,5,18,19.
Specifically, the authors of refs 18,19 proposed to employ InAs or
InSb nanowires, possessing strong spin–orbit coupling and large
Zeeman splitting at low magnetic fields, in proximity to an s-wave
superconductor. Following the suggestion of ref. 19 to use an
InSb nanowire, recent reports20,21 demonstrated the observation
of a magnetic-field-induced zero-bias conductance peak (ZBP), as
expected for a zero-energyMajorana state.

Here, we report the observation of a ZBP and its splitting
under different conditions of magnetic field, chemical potential
and temperature, in a high-quality suspended InAs nanowire in
proximity to an Al superconductor. We compare the experimental
results with numerical simulations based on scattering theory and
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find, using the experimental parameters, a qualitative agreement of
the data with a Majorana state. We also discuss alternative models
thatmay account for the observed ZBP (refs 22–24).

Theoretical aspects ofMajorana states
As our main goal is to find evidence of the formation of Majorana
states, it is important to specify the required conditions for their
formation. The most basic requirement is that the quasi-particle
is spinless. These requirements can be satisfied by p-wave Cooper
pairing of spinless particles5, or in v + (1/2) filling factor (where
v is an integer) in the fractional quantum Hall effect11. Here
we present a realization of a 1D nanowire coupled to an s-wave
superconductor, thus, with an induced superconductivity. Rashba
spin–orbit coupling25, leading to an effective magnetic field Bso /
p⇥E (where p is the momentum along the wire and E is the electric
field perpendicular to the wire), separates electrons with opposite
spins inmomentum space. Applying amagnetic field perpendicular
to Bso will mix the two spin bands, forming two pseudo-spin
bands, Zeeman gapped by 2EZ at p = 0 (Fig. 1a,b). Inducing
superconductivity modifies the Zeeman gap at p= 0 and opens up
a gap at the Fermi momentum pF (Fig. 1c). The overall gap Eg is
the smaller of these two gaps. Three parameters are of significance:
the spin–orbit energy �so = p2so/2m, with ±pso = ±h̄/⌦so (Fig. 1a);
the Zeeman gap 2EZ = gµBB, where g is the Landé g -factor, µB
is the Bohr magnetron and B is the external magnetic field; and
the induced superconducting gap in the nanowire 2�ind (the Al
superconducting gap is 2�Al). For �ind > 0 and EZ = 0 the wire
is a trivial superconductor with a gapped spectrum. When EZ is
increased to EZ =

p
�2

ind +µ2, where µ is the chemical potential
(Fig. 1a), the gap at p= 0 closes at the Fermi energy, and the wire
enters the topological phase; with a topological gap reopeningwith a
further increase in EZ. Continuously changing the parameters along
the wire from its topological phase into another gapped phase must
close the gap at the phase transition point, forming a Majorana
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Superconductor-nanowire devices from tunneling to the multichannel regime: Zero-bias oscillations
and magnetoconductance crossover
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We present transport measurements in superconductor-nanowire devices with a gated constriction forming a
quantum point contact. Zero-bias features in tunneling spectroscopy appear at finite magnetic fields and oscillate
in amplitude and split away from zero bias as a function of magnetic field and gate voltage. A crossover in
magnetoconductance is observed: Magnetic fields above ∼0.5 T enhance conductance in the low-conductance
(tunneling) regime but suppress conductance in the high-conductance (multichannel) regime. We consider these
results in the context of Majorana zero modes as well as alternatives, including the Kondo effect and analogs of
0.7 structure in a disordered nanowire.

DOI: 10.1103/PhysRevB.87.241401 PACS number(s): 73.21.Hb, 73.63.Nm, 74.45.+c

Physical systems with Majorana quasiparticles, zero-
energy modes with non-Abelian exchange statistics, represent
a topological phase of matter that could form the basis of
topologically protected quantum computation.1–3 Pursuit of
such systems has been advanced by a range of proposals,
including ν = 5/2 fractional quantum Hall states,4 p-wave
superconductors,5 cold-atom systems,6,7 and hybrid systems
of s-wave superconductors with either topological insulators8

or semiconductors.9–11 An attractive implementation calls for
coupling an s-wave superconductor to a one-dimensional
semiconductor nanowire with strong spin-orbit coupling. In
a magnetic field, tuning the chemical potential of the nanowire
so that the induced superconducting gap lies well within the
Zeeman splitting permits effective p-wave superconductivity
supporting Majorana end-state zero modes.12,13

Expected signatures of a topological phase in the nanowire
system include a zero-bias conductance peak14–16 and frac-
tional Josephson effect,9 both of which have been reported as
evidence of Majorana fermions.17–20 The peak is predicted
to oscillate about zero energy as a function of magnetic
field and chemical potential.21–23 Features suggesting this
effect have been reported in Ref. 24 and considered both
in the context of Majorana zero modes and the Kondo
effect. Given the interest in realizing topological states of
matter and non-Abelian quasiparticle statistics, it is imperative
to broaden the range of experimental observations and to
consider interpretations in the context of Majorana modes
as well as alternatives such as the Kondo effect,25–27 0.7
structure,28–31 weak antilocalization,32 and disorder-induced
level crossings.33,34

Here, we report transport measurements in superconductor-
nanowire devices configured as a quantum point contact (QPC)
over a broad range of magnetic fields and conductances from
the tunneling regime to the multichannel regime. We deliber-
ately tuned the device to a regime without evidence of dotlike
charging features or even-odd structure (see Supplemental
Material35). We observed zero-bias features in tunneling
spectroscopy above ∼0.5 T that oscillated in amplitude and

bias position as a function of magnetic field and gate voltage.
We also observed that the zero-bias conductance of the QPC
was enhanced by a magnetic field near pinch-off and sup-
pressed at higher transmission, in qualitative agreement with
the trends described in Ref. 36 for the trivial-to-topological
crossover. These results are consistent with some but not all
predictions for Majorana zero modes and do not yet rule out
alternative explanations such as Kondo-enhanced conductance
in confined structures or zero-bias peaks in single-barrier
structures analogous to 0.7 structure in QPCs.

InSb nanowires with a diameter of 100 nm26,37 were con-
tacted by a superconducting lead (1/150 nm Ti/Nb0.7Ti0.3N)
and one or two normal leads covering the wire ends (5/125 nm
Ti/Au). Data from two devices are reported. Device 1 had
normal leads on both ends, and device 2 had one normal lead,
as in Fig. 1(a). The width of the superconducting lead was
300 nm for device 1 and 250 nm for device 2, and the length of
the nanowire between the superconducting and normal leads
was 150 nm for device 1 and 100 nm for device 2. The coupling
to the normal leads was tuned by local control of the electron
density in the nanowire using bottom gates that were insulated
by 30 nm of HfO2.38 Some gates were under the region of the
nanowire covered by the superconductor, and some gates were
under the uncovered region. The samples were measured in a
dilution refrigerator using standard lock-in techniques.

Control of the coupling between the superconducting and
normal sections of the device is demonstrated in Fig. 1(b) by
a measurement of the zero-bias differential conductance g as
a function of bottom-gate voltage Vg for device 1. With the
voltages on the other bottom gates set to 3 V, g varied from
7e2/h at Vg = 5 V to zero for Vg < 0 V.39 A plateau-like
shoulder at g ∼ 2e2/h is evident at B = 0 around Vg = 2.5 V.
This value of conductance is a factor of 2 smaller than expected
for the conductance of the first plateau for a QPC in perfect
contact with a superconductor.36 In a magnetic field By= 0.5 T
along the wire axis, g increased in two regions of gate voltage
[dashed vertical lines in Fig. 1(b)] and decreased at larger
conductances, Vg > 3.5 V.

241401-11098-0121/2013/87(24)/241401(6) ©2013 American Physical Society



Spin-resolved Andreev levels and parity crossings
in hybrid superconductor–semiconductor
nanostructures
Eduardo J. H. Lee1, Xiaocheng Jiang2, Manuel Houzet1, Ramón Aguado3, Charles M. Lieber2

and Silvano De Franceschi1*

The physics and operating principles of hybrid superconductor–semiconductor devices rest ultimately on the magnetic
properties of their elementary subgap excitations, usually called Andreev levels. Here we report a direct measurement of
the Zeeman effect on the Andreev levels of a semiconductor quantum dot with large electron g-factor, strongly coupled to
a conventional superconductor with a large critical magnetic field. This material combination allows spin degeneracy to be
lifted without destroying superconductivity. We show that a spin-split Andreev level crossing the Fermi energy results in a
quantum phase transition to a spin-polarized state, which implies a change in the fermionic parity of the system. This
crossing manifests itself as a zero-bias conductance anomaly at finite magnetic field with properties that resemble those
expected for Majorana modes in a topological superconductor. Although this resemblance is understood without evoking
topological superconductivity, the observed parity transitions could be regarded as precursors of Majorana modes in the
long-wire limit.

When a normal-type (N) conductor is connected to a
superconductor (S), superconducting order can leak
into it to give rise to pairing correlations and an

induced superconducting gap. This phenomenon, known as the
superconducting proximity effect, is also expected when the N con-
ductor consists of a nanoscale semiconductor whose electronic
states have a reduced dimensionality and can be tuned by means
of electric or magnetic fields. This hybrid combination of supercon-
ductors and low-dimensional semiconductors offers a versatile
ground for novel device concepts1. Some examples include sources
of spin-entangled electrons2–4, nanoscale superconducting magnet-
ometers5 or recently proposed qubits based on topologically pro-
tected Majorana fermions6–8. Such concepts, which form an
emerging domain between superconducting electronics and spin-
tronics, rest on a rich and largely unexplored physics that involves
both superconductivity and spin-related effects5,9–12. Here we
address this subject by considering the lowest dimensional limit
where the N conductor behaves as a small quantum dot (QD)
with a discrete electronic spectrum. In this case, the superconduct-
ing proximity effect competes with the Coulomb blockade phenom-
enon, which follows from the electrostatic repulsion among the
electrons of the QD13. Although superconductivity privileges the
tunnelling of Cooper pairs of electrons with opposite spin, and
thereby favours QD states with even numbers of electrons and
zero total spin (that is, spin singlets), the local Coulomb repulsion
enforces a one-by-one filling of the QD, and thereby stabilizes not
only even but also odd electron numbers.

To analyse this competition, let us consider the elementary case
of a QD with a single, spin-degenerate orbital level. When the dot
occupation is tuned to one electron, two ground states (GSs) are
possible: a spin doublet (spin 1/2), |Dl¼ | ! l,| " l, or a spin
singlet (spin zero), |Sl, whose nature has two limiting cases. In the

large superconducting gap limit (D#1), the singlet is supercon-
ducting like, |Sl¼2v*| ! "lþ u|0l, which corresponds to a
Bogoliubov-type superposition of the empty state, |0l, and the
two-electron state, | ! "l. By contrast, in the strong coupling limit,
where the QD–S tunnel coupling, GS, is much larger than D, the
singlet state is Kondo-like, resulting from the screening of the
local QD magnetic moment by quasiparticles in S. Even though
the precise boundary between the superconducting-like and
Kondo-like singlet states is not well-defined14, one can clearly ident-
ify changes in the GS parity, namely whether the GS is a singlet (fer-
mionic even parity) or a doublet (fermionic odd parity), as we show
here. The competition between the singlet and doublet states is gov-
erned by different energy scales: D, GS, the charging energy, U, and
the energy, 10, of the QD level relative to the Fermi energy of the S
electrode (see Fig. 1a)14–23. Previous works that address this compe-
tition focused either on Josephson supercurrents in S–QD–S
devices11,24 or on the subgap structure in S–QD–S or N–QD–S geo-
metries25–33. Although the QD–S GS could be inferred in some of
the above studies, a true experimental demonstration of the GS
parity requires its magnetic properties to be probed.

Here we report a tunnel spectroscopy experiment that probes the
magnetic properties of a QD–S system.With the aid of suitably large
magnetic fields, we lifted the degeneracy of the spinful states (that is,
|Dl) and measured the corresponding effect on the lowest-energy
subgap excitations of the system (that is, |Dl↔ |Sl transitions).
This experiment was carried out on a N–QD–S system, where the
N contact is used as a weakly coupled tunnel probe. In this geome-
try, a direct spectroscopy of the density of states in the QD–S system
is obtained through a measurement of the differential conductance,
dI/dV, as a function of the voltage difference, V, between N and S. In
such a measurement, an electrical current measured for |V|,D/e is
carried by so-called Andreev reflection processes, each of which
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bottom row, Zeeman-split Andreev levels can be seen all over the
spanned Vpg range. At Bx¼ 0.4 T (third panel), the inner levels
overlap at the Fermi level, which indicates a degeneracy between
the | ! l and |Sl states. The full phenomenology explained above
is reproduced qualitatively by a self-consistent Hartree–Fock treat-
ment of a N–QD–S Anderson model (see Supplementary
Information), which thus supports our interpretation in terms of
spin-resolved Andreev levels and a QPT.

Interestingly, the splitting of Andreev levels appears to be gate
dependent. It tends to vanish when the system is pushed deep
into the singlet GS, and it is maximal near the phase boundaries.
To further investigate this behaviour, we measured dI/dV(B,V) for
fixed values of Vpg. These measurements were carried out on a
second similar device (see Supplementary Information). The right
panel of Fig. 3b displays the Bx dependence of the subgap resonances
measured at position 1 in Fig. 3a. Initially, the energy of the Andreev
levels increases, as expected for a doublet GS (Fig. 3b, left panel).
From a linear fit of the low-field regime, that is z(Bx)¼ z(0)þ EZ/2,
where EZ¼ |gx|mBBx is the Zeeman energy and mB is the Bohr
magneton, we obtain a g-factor |gx|≈ 5.6. For Bx. 0.7 T, the
field-induced closing of the gap bends the Andreev levels down to

zero energy. Finally, above the critical field, a split Kondo resonance
is observed, from which |gx|≈ 5.5 is estimated, consistent with the
value extracted from the Andreev level evolution. The right panel
of Fig. 3c displays a similar measurement taken at position 2 in
Fig. 3a, where the GS is a singlet. The splitting of the Andreev
levels is clearly asymmetric. The lower level decreases to zero
according to a linear dependence, z!(Bx)¼ z(0)2 EZ/2, with
|gx|≈ 6.1, which is close to the value measured in the normal
state. The higher energy level, however, exhibits a much
weaker field dependence. Both the nonlinear field dependence for
Bx. 0.7 T in Fig. 3b and the asymmetric splitting in Fig. 3c can
be explained in terms of a level-repulsion effect between the
Andreev levels and the continuum of quasiparticle states. This
interpretation is corroborated by numerical and analytical model-
ling, as discussed in the Supplementary Information. In the right
panel of Fig. 3c, the inner subgap resonances cross around 1.5 T,
which denotes a field-induced QPT where the GS fermion parity
changes from even to odd. Above this field, however, they remain
pinned as a zero-bias peak (ZBP) up to Bc

x≈ 2 T. This peculiar be-
haviour can be attributed to the level-repulsion effect discussed
above, in combination with the rapid shrinking of D with Bx.
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Figure 2 | Andreev levels in different coupling regimes and their magnetic-field dependence. Experimental plots of dI/dV versus (Vpg,V) for different QD–S
couplings, GS (increasing from top to bottom) and magnetic fields parallel to the NW axis (Bx increasing from left to right). Along the Vpg range of the
top-left panel, the system GS changes from singlet (|Sl) to doublet (|Dl) and back to singlet, following the red trajectory in the qualitative diagram on the
right side of the same row. We found that increasing Vbg resulted in larger GS, which thereby leads to an upwards shift in the phase diagram. Eventually, the
red trajectory is pushed into the singlet region (mid and bottom diagrams). Experimentally, this results in the disappearance of the doublet GS loop structure,
as shown in the middle and bottom panels of the first column. The second and third columns show the B evolution of the Andreev levels in the three
coupling regimes. For relatively weak coupling (top row), the Andreev levels for a singlet GS split because of the Zeeman effect, whereas those for a doublet
GS simply move apart. At intermediate coupling (middle row), B induces a QPT from a singlet to a spin-polarized GS, as denoted by the appearance of a loop
structure (middle row, third panel). At the largest coupling (bottom row), the Zeeman splitting of the Andreev levels is clearly visible over all the Vpg range.
The splitting is gate dependent with a maximum in the central region.
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involves two single-electron transitions in the QD. For example, an
electron entering the QD from N induces a single-electron tran-
sition from the QD GS, that is |Dl or |Sl, to the first excited state
(ES), that is |Sl or |Dl, respectively. The ES relaxes back to the GS
through the emission of an electron pair into the superconducting
condensate of S and a second single-electron transition, which cor-
responds to the injection of another electron from N (the latter
process is usually seen as the retroreflection of a hole into the
Fermi sea of N). The just-described transport cycle yields a dI/dV
resonance, that is an Andreev level, at eV¼ z, where z is the
energy difference between ES and the GS, that is between |Dl or
|Sl, or vice versa (see Fig. 1a). The reverse cycle, which involves
the same excitations, occurs at eV¼2z to yield a second
Andreev level symmetrically positioned below the Fermi level.

In a magnetic field, the spin doublet splits because of the Zeeman
effect. Remarkably, as Andreev levels are associated with low-energy

transitions between states with different parity, a corresponding
splitting of the Andreev levels is expected only for a spin-singlet
GS (Fig. 1b, right). In the case of a spin-doublet GS, the spin-flip
transition does not generate any measurable subgap resonance,
and the Zeeman splitting of |Dl results simply in an increase of z
(Fig. 1b, left). The main goal of this work is to reveal the Zeeman
effect on the Andreev levels of a QD–S system and to investigate
its experimental signatures as a function of the relevant energy
scales and the corresponding GS properties.

We used devices based on single InAs/InP core/shell
nanowires (NWs), where vanadium (gold) was used for the S (N)
contact34. A device schematic and a representative image are
shown in Figs 1c,d, respectively. The fabricated vanadium
electrodes showed D¼ 0.55 meV and an in-plane critical magnetic
field Bc

x≈ 2 T (x ‖NWaxis). The QD is naturally formed in the NW
section between the S and N contacts. We found typical U values
of a few millielectronvolts (that is, U/D≈ 3–10). The QD
properties are controlled by means of two bottom electrodes that
cross the NW, labelled as plunger gate and S-barrier gate, and a
back gate provided by the conducting Si substrate. To achieve the
asymmetry condition GS ≫ GN (GS/GN≈ 100), the S-barrier gate
was positively biased at Vsg¼ 2 V. We used the plunger-gate
voltage, Vpg, to vary the charge on the QD, and the back-gate
voltage, Vbg, to tune the tunnel coupling finely. Transport measure-
ments were performed in a dilution refrigerator with a base
temperature of 15 mK.

Figure 2 shows a series of dI/dV(Vpg,V) measurements for three
different GS. The top row refers to the weakest GS. In this case, the
spanned Vpg range corresponds to a horizontal path in the phase
diagram that goes through the doublet GS region (schematic on
the right-hand side of the top row). Let us first consider the left-
most plot taken at magnetic field B¼ 0. On the left and right sides
of this plot, the QD lies deep inside the singlet GS regime. Here
the doublet ES approaches the superconducting gap edge to yield
an Andreev-level energy z≈ D. By moving towards the central
region, the two subgap resonances approach each other and cross
at the singlet–doublet phase boundaries, where z¼ 0. In the
doublet GS regime between the two crossings, the subgap reson-
ances form a loop structure with z maximal at the electron-hole
symmetry point. Increasing GS corresponds to an upwards shift in
the phase diagram. The middle row in Fig. 2 refers to the case
where GS is just large enough to stabilize the singlet GS over the
full Vpg range (schematic on the right-hand side of the middle
row). At B¼ 0, the Andreev levels approach the Fermi level
without crossing it. A further increase in GS leads to a robust
stabilization of the singlet GS (bottom row). This corresponds to a
horizontal path well above the doublet GS region (schematic on
the right-hand side of the bottom row). At zero field, the subgap
resonances remain distant from each other, coming to a minimal
separation at the electron-hole symmetry point (10¼2U/2).

We now turn to the effect of B on the Andreev levels (second and
third columns in Fig. 2, B along x). Starting from the weak coupling
case (top row), a field-induced splitting of the subgap resonances
appears, yet only in correspondence with a singlet GS. This is
because these resonances involve excitations between states of
different parity. For a singlet GS, the spin degeneracy of the
doublet ES is lifted by the Zeeman effect, which results in two distinct
excitations (see Fig. 1b). By contrast, for a doublet GS, no subgap
resonance stems from the | $ l% | &l excitation, because these two
states have the same (odd) number of electrons. The energy of the
only visible Andreev level associated with the | $ l% |Sl transition
increases with B. The formation of a loop structure in the third
panel of the middle row shows that a quantum phase transition
(QPT) from a singlet to a spin-polarized GS can be induced by B
when the starting z is sufficiently small. Importantly, this QPT is
indicative of a change in the fermion parity of the GS. In the
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Figure 1 | Andreev levels in a hybrid N–QD–S system and device
description. a, The upper panel shows schematics of a N–QD–S device with
asymmetric tunnel couplings to the normal metal (Au) and superconductor
(V) leads, GN and GS, respectively. D is the superconducting gap, U is the
charging energy, mi is the chemical potential of the i lead and 10 is the QD
energy level relative to mS (in the GS% 0 limit, the QD has zero, one or two
electrons for 10. 0, 2U, 10 ,0 or 10,2U, respectively). The subgap
peaks located at+z represent the Andreev levels. In tunnel spectroscopy
measurements the alignment of mN to an Andreev level yields a peak in the
differential conductance. This process involves an Andreev reflection at the
QD–S interface, which transports a Cooper pair to the S lead and reflects a
hole to the N contact. The qualitative phase diagram16–19,21 (lower panel)
depicts the stability of the magnetic doublet (|Dl¼ | $ l, | & l) versus that of
the spin singlet (|Sl). b, Low-energy excitations of the QD–S system and
their expected evolution in a magnetic field, B. Doublet GS case (left): | $ l is
stabilized by B and Andreev levels related to the transition | $ l% |Sl are
observed. Singlet GS case (right): at finite B, the excited spin-split states | $ l
and | & l give rise to distinct Andreev levels with energy z$ and z&,
respectively. EZ¼ |g|mBB is the Zeeman energy, where |g| is the g-factor and
mB is the Bohr magneton. c, Device schematic: the N and S leads were made
of Ti (2.5 nm)/Au (50 nm) and Ti (2.5 nm)/V (45 nm)/Al (5 nm),
respectively. The QD system is tuned by means of three gates: a plunger
gate, a barrier gate close to the S contact and a back gate. B is applied in
the (x, y) device plane (x being parallel to the NW). d, Scanning electron
micrograph of a N–QD–S device.
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involves two single-electron transitions in the QD. For example, an
electron entering the QD from N induces a single-electron tran-
sition from the QD GS, that is |Dl or |Sl, to the first excited state
(ES), that is |Sl or |Dl, respectively. The ES relaxes back to the GS
through the emission of an electron pair into the superconducting
condensate of S and a second single-electron transition, which cor-
responds to the injection of another electron from N (the latter
process is usually seen as the retroreflection of a hole into the
Fermi sea of N). The just-described transport cycle yields a dI/dV
resonance, that is an Andreev level, at eV¼ z, where z is the
energy difference between ES and the GS, that is between |Dl or
|Sl, or vice versa (see Fig. 1a). The reverse cycle, which involves
the same excitations, occurs at eV¼2z to yield a second
Andreev level symmetrically positioned below the Fermi level.

In a magnetic field, the spin doublet splits because of the Zeeman
effect. Remarkably, as Andreev levels are associated with low-energy

transitions between states with different parity, a corresponding
splitting of the Andreev levels is expected only for a spin-singlet
GS (Fig. 1b, right). In the case of a spin-doublet GS, the spin-flip
transition does not generate any measurable subgap resonance,
and the Zeeman splitting of |Dl results simply in an increase of z
(Fig. 1b, left). The main goal of this work is to reveal the Zeeman
effect on the Andreev levels of a QD–S system and to investigate
its experimental signatures as a function of the relevant energy
scales and the corresponding GS properties.

We used devices based on single InAs/InP core/shell
nanowires (NWs), where vanadium (gold) was used for the S (N)
contact34. A device schematic and a representative image are
shown in Figs 1c,d, respectively. The fabricated vanadium
electrodes showed D¼ 0.55 meV and an in-plane critical magnetic
field Bc

x≈ 2 T (x ‖NWaxis). The QD is naturally formed in the NW
section between the S and N contacts. We found typical U values
of a few millielectronvolts (that is, U/D≈ 3–10). The QD
properties are controlled by means of two bottom electrodes that
cross the NW, labelled as plunger gate and S-barrier gate, and a
back gate provided by the conducting Si substrate. To achieve the
asymmetry condition GS ≫ GN (GS/GN≈ 100), the S-barrier gate
was positively biased at Vsg¼ 2 V. We used the plunger-gate
voltage, Vpg, to vary the charge on the QD, and the back-gate
voltage, Vbg, to tune the tunnel coupling finely. Transport measure-
ments were performed in a dilution refrigerator with a base
temperature of 15 mK.

Figure 2 shows a series of dI/dV(Vpg,V) measurements for three
different GS. The top row refers to the weakest GS. In this case, the
spanned Vpg range corresponds to a horizontal path in the phase
diagram that goes through the doublet GS region (schematic on
the right-hand side of the top row). Let us first consider the left-
most plot taken at magnetic field B¼ 0. On the left and right sides
of this plot, the QD lies deep inside the singlet GS regime. Here
the doublet ES approaches the superconducting gap edge to yield
an Andreev-level energy z≈ D. By moving towards the central
region, the two subgap resonances approach each other and cross
at the singlet–doublet phase boundaries, where z¼ 0. In the
doublet GS regime between the two crossings, the subgap reson-
ances form a loop structure with z maximal at the electron-hole
symmetry point. Increasing GS corresponds to an upwards shift in
the phase diagram. The middle row in Fig. 2 refers to the case
where GS is just large enough to stabilize the singlet GS over the
full Vpg range (schematic on the right-hand side of the middle
row). At B¼ 0, the Andreev levels approach the Fermi level
without crossing it. A further increase in GS leads to a robust
stabilization of the singlet GS (bottom row). This corresponds to a
horizontal path well above the doublet GS region (schematic on
the right-hand side of the bottom row). At zero field, the subgap
resonances remain distant from each other, coming to a minimal
separation at the electron-hole symmetry point (10¼2U/2).

We now turn to the effect of B on the Andreev levels (second and
third columns in Fig. 2, B along x). Starting from the weak coupling
case (top row), a field-induced splitting of the subgap resonances
appears, yet only in correspondence with a singlet GS. This is
because these resonances involve excitations between states of
different parity. For a singlet GS, the spin degeneracy of the
doublet ES is lifted by the Zeeman effect, which results in two distinct
excitations (see Fig. 1b). By contrast, for a doublet GS, no subgap
resonance stems from the | $ l% | &l excitation, because these two
states have the same (odd) number of electrons. The energy of the
only visible Andreev level associated with the | $ l% |Sl transition
increases with B. The formation of a loop structure in the third
panel of the middle row shows that a quantum phase transition
(QPT) from a singlet to a spin-polarized GS can be induced by B
when the starting z is sufficiently small. Importantly, this QPT is
indicative of a change in the fermion parity of the GS. In the
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Figure 1 | Andreev levels in a hybrid N–QD–S system and device
description. a, The upper panel shows schematics of a N–QD–S device with
asymmetric tunnel couplings to the normal metal (Au) and superconductor
(V) leads, GN and GS, respectively. D is the superconducting gap, U is the
charging energy, mi is the chemical potential of the i lead and 10 is the QD
energy level relative to mS (in the GS% 0 limit, the QD has zero, one or two
electrons for 10. 0, 2U, 10 ,0 or 10,2U, respectively). The subgap
peaks located at+z represent the Andreev levels. In tunnel spectroscopy
measurements the alignment of mN to an Andreev level yields a peak in the
differential conductance. This process involves an Andreev reflection at the
QD–S interface, which transports a Cooper pair to the S lead and reflects a
hole to the N contact. The qualitative phase diagram16–19,21 (lower panel)
depicts the stability of the magnetic doublet (|Dl¼ | $ l, | & l) versus that of
the spin singlet (|Sl). b, Low-energy excitations of the QD–S system and
their expected evolution in a magnetic field, B. Doublet GS case (left): | $ l is
stabilized by B and Andreev levels related to the transition | $ l% |Sl are
observed. Singlet GS case (right): at finite B, the excited spin-split states | $ l
and | & l give rise to distinct Andreev levels with energy z$ and z&,
respectively. EZ¼ |g|mBB is the Zeeman energy, where |g| is the g-factor and
mB is the Bohr magneton. c, Device schematic: the N and S leads were made
of Ti (2.5 nm)/Au (50 nm) and Ti (2.5 nm)/V (45 nm)/Al (5 nm),
respectively. The QD system is tuned by means of three gates: a plunger
gate, a barrier gate close to the S contact and a back gate. B is applied in
the (x, y) device plane (x being parallel to the NW). d, Scanning electron
micrograph of a N–QD–S device.

ARTICLES NATURE NANOTECHNOLOGY DOI: 10.1038/NNANO.2013.267

NATURE NANOTECHNOLOGY | VOL 9 | JANUARY 2014 | www.nature.com/naturenanotechnology80



ARTICLES
PUBLISHED ONLINE: 12 JANUARY 2015 | DOI: 10.1038/NMAT4176

Epitaxy of semiconductor–superconductor
nanowires
P. Krogstrup1*, N. L. B. Ziino1, W. Chang1, S. M. Albrecht1, M. H. Madsen1, E. Johnson1,2, J. Nygård1,3*,
C. M. Marcus1 and T. S. Jespersen1*

Controlling the properties of semiconductor/metal interfaces is a powerful method for designing functionality and improving
the performance of electrical devices. Recently semiconductor/superconductor hybrids have appeared as an important
example where the atomic scale uniformity of the interface plays a key role in determining the quality of the induced
superconducting gap. Here we present epitaxial growth of semiconductor–metal core–shell nanowires by molecular beam
epitaxy, a method that provides a conceptually new route to controlled electrical contacting of nanostructures and the design
of devices for specialized applications such as topological and gate-controlled superconducting electronics. Our materials
of choice, InAs/Al grown with epitaxially matched single-plane interfaces, and alternative semiconductor/metal combinations
allowing epitaxial interface matching in nanowires are discussed. We formulate the grain growth kinetics of the metal phase in
general terms of continuum parameters and bicrystal symmetries. The method realizes the ultimate limit of uniform interfaces
and seems to solve the soft-gap problem in superconducting hybrid structures.

The discovery of materials with topological classification is
interesting as fundamental physics, and also holds promise
as the basis for quantum information processing based on

manipulations—that is, braiding, of quasiparticles that exist at
the boundaries of di�erent topologies. A key advance in the field
was the realization that such quasiparticles—Majorana modes—
can be formed relatively straightforwardly in semiconductor
nanowires (NWs) coupled to conventional superconductors1,2.
This realization was in turn followed by a number of experiments
showing strong evidence for Majorana modes3–6. So far, however, all
realizations fabricated by conventional methods show unexpected
low-energy states below the proximity-induced superconducting
gap. Such soft-gap states are a source of decoherence of Majorana
modes, and thus detrimental to topological quantum information
processing. Recently, theory has implicated disorder in the
semiconductor/superconductor (SE/SU) interface as the source
of the soft gap7,8. This is a familiar situation in the history
of semiconductor technology, where device performance has
increased together with interface quality, leading ultimately to
semiconductor hetero-epitaxy and bandgap engineering9. Recent
progress in the formation of both axial and radial heterostructure
semiconductor nanowires10–12 has resulted in devices with new
and exciting functionalities13–15. However, even though epitaxial
interfaces constitute the ultimate limit of uniformity, epitaxy of
metals16 (and superconductors, in particular) has so far not been
combined with the world of semiconductor nanowire epitaxy.

In this work, we introduce a method to grow epitaxial SE/SU
InAs/Al nanowire heterostructures in a two-step process in situ
by molecular beam epitaxy (MBE). The results are clean epitaxial
SE/SU interfaces and uniform crystal morphologies. The growth
of Al is analysed in terms of the general control parameters
and bicrystal symmetries. The analysis thus applies for arbitrary
material combinations, and we discuss other possible well-
matched SE/SU systems. Finally, the InAs/Al contact resistance and

superconducting properties are characterized at low temperatures.
The growth method presented here not only solves the soft-gap
problem described above, making the hybrid crystals promising
candidates for topological quantum devices, but also provides a
general and conceptually new approach for controlled contacting
to NWs.

InAs/Al semiconductor/superconductor NW epitaxy
InAs/Al is a particularly interesting materials combination for
topological SE/SU quantum devices—InAs has a strong spin orbit
coupling and a large g -factor, and Al has a long superconducting
coherence length and is compatible with standard fabrication
techniques. In this work, we study InAs NWs grown either along
the h0001iB or the h011̄0i direction, allowing a study of the Al phase
formation on two di�erent types of InAs facets. Typical NW lengths
are 5–10 µm and diameters are 60–100 nm. The ‘conventional’
h0001i NWs are grown on [111]B InAs substrates using either
patterned (Fig. 1a) or randomly distributed Au particles. The
resulting NWs have six {11̄00} side facets on which Al was
subsequently grown either while rotating the substrate, resulting
in Al on all facets, or with the substrate orientation fixed, either
for growth on two (Fig. 1) or on three facets. Kinked NWs
with h011̄0iWZ (or h112̄iZB) orientations were grown epitaxially
from the [0001] stem17 (see Supplementary Information 5). The
structures have a rectangular-like cross-section and are wurtzite
(WZ) dominated, but the kinking process typically induces stacking
faults and even zinc blende (ZB) segments. The top facets towards
the aluminium ([0001]BWZ or [111]BZB) have, however, identical
single-plane surfaces for the ZB and WZ structures.

Figure 1b shows an example of a h0001i InAs/Al hybrid with
10 nm Al grown on two facets and Fig. 1c shows a high-resolution
transmission electron microscope (TEM) image of the InAs/Al
interface, already demonstrating one of the main results of this
work: the growth of completely uniform, oxide-free and atomically
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Figure 1 | Overview of epitaxial InAs/Al hybrids. a, Tilt-view scanning
electron micrograph of an array of epitaxial InAs/Al NWs grown on an InAs
(111)B substrate. b, TEM micrograph of the top part of a NW taken from the
sample shown in a with the Al shell highlighted in blue. The Al is ⇠8 nm
thick and covers two facets of the wire, as illustrated in the schematic
cross-section (inset). c, High-resolution TEM image showing that the Al
forms a perfectly sharp and uniform interface to the InAs core. In this
example, the InAs core was grown in the [0001]WZ direction and the
crystal orientation of the Al along the whole length of the NW is with the
high-symmetry and low-energy [111] orientation normal to the interface.

abrupt InAs/Al interfaces. In Fig. 1c, the atomic planes of both
crystal phases can be seen, allowing analysis of the detailed epitaxial
relations at the interfaces. In general, when a lattice mismatch of a
given material combination is large, interfacial domains consisting
of nSE and nSU interfacial units of SE and SU form to reduce the
interfacial energy18. Thus, to specify a SE/SU interface with a given
out-of-plane orientation, we consider the interfacial atoms which
contribute with broken bonds in the case of the corresponding ideal
flat surfaces, and use the following compact notation for the in-plane
interfacial domain: (nSU,k/nSE,k, "k)⇥ (nSU,?/nSE,?, "?). Here nSU/nSE
and "i denote the ratio of units in the domain and the residual
mismatch of the relaxed structures, along the in-plane directions
parallel and transverse to the NW axis, respectively.

Figure 2a,d,f shows high-resolution TEM images of the interfaces
for the structures we generally observe, corresponding to three
di�erent categories of InAs/Al hybrids: the h0001i InAs NWs with
thin .10 nm Al (Fig. 2a), h0001i NWs with &30 nm Al shells
(Fig. 2d), and h011̄0i NWs with Al on the (111)B facet (Fig. 2f),
respectively. In each case, the crystal orientations are indicated on
the figures.

To assign the bicrystal match, the overall morphology of the Al
shells also gives information about the out-of-plane orientation, as
illustrated in the TEM images of Fig. 3 for three (two) di�erent
Al phase thicknesses on the h0001i(h011̄0i) InAs NWs. For the
thinnest Al on the h0001i NWs and for the h011̄0i NWs the free
surface of the Al is parallel to the NW axis, indicating that the
Al has the h111i direction normal to the surface. For the thicker
Al on the conventional h0001i NWs, however, the Al develops a
clear grain structure and the surface becomes faceted (see below).
Also the overall bending of the hybrids provides useful information.
The bending can originate from either interface mismatch or
di�erences in the thermal expansion coe�cients for InAs and Al.
The latter would result in hybrids always bending away from the Al
when the substrate is elevated to room temperature after growth.
This is not observed, suggesting a bending primarily due to the
residual strain related to the formation of interfacial domains. In
the half-shell geometry, the Al usually causes the hybrids to bend
either towards or away from the Al-covered side, depending on
the orientational relationship of the components, which provides
indirect information about the interface mismatch. As an example,

Fig. 3f shows a scanning electron microscopy (SEM) image for the
case of a NWwith 10 nm Al grown on two facets. The hybrid bends
towards the Al and thus suggests an interface with compressive
(tensile) strain along the NW axis in the InAs (Al).

Consider first the InAs/Al interface for the thin Al shell on two
facets (Fig. 2a), where the Al has low-energy (111) planes normal to
theNWfacets and thus attains a uniform single-facetedmorphology
(Fig. 3a). For the domain formation, we consider two candidates
in this orientation: either a small domain (3[112̄]/2[0001], 6.5%) ⇥
(3[11̄0]/2[112̄0], 0.3%) with a large mismatch along the NW axis, or
a larger domain (7[112̄]/5[0001],�0.5%)⇥(3[11̄0]/2[112̄0], 0.3%) with a
smaller mismatch. The two cases are simulated in Fig. 2b and c,
respectively. As shown in Fig. 3f, the NW bends towards the Al,
suggesting the formation of the larger domain with the negative and
much smaller mismatch.

For the kinked h01̄10i InAs NWs, the Al forms with the h111i
out-of-plane orientation with uniform morphologies as a result
(Fig. 3d,e). Because of the di�erent InAs facets this orientation has
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(3[112̄]/2[112̄]ZB ,0.3%) ⇥ (3[11̄0]/2[11̄0]ZB ,0.3%) while keeping the low-
energy (111) out-of-plane orientation. The slightly positive strain
along the NW length of this match is consistent with an observed
bending away from the Al (see Supplementary Information 5).
Growing thicker shells on the kinked wires does not seem to
change the preferred crystal orientations (Fig. 3e). Surprisingly,
however, for thicker shells grown on the h0001i InAs NWs (Figs 2d
and 3c), the dominant crystal orientation of the Al seems to
change from the h111i to the h112̄i out-of-plane orientation.
With this orientation the Al can form small and remarkably
well-matched (1[111]/1[0001], 0.3%)⇥ (3[11̄0]/2[112̄0], 0.3%) domains, as
shown in Fig. 2e. Because the crystal transition from the h111i to
the h112̄i out-of-plane orientation takes place gradually, the NW
curvature stems from the initial h111i out-of-plane domain match.
As the low-energy (111) planes of Al are not parallel to the wire axis
with the h112̄i orientation, the overall morphology becomes faceted,
as seen in Fig. 3c.

To understand the growth mechanisms in more detail, and
in particular the transition from h111i to h112̄i out-of-plane
orientation for the Al shells on the h0001i InAs NWs, we
use a theoretical continuum formalism for growth kinetics19 to
explain the metallic phase formation on semiconductor NW facets.
Although the details of the model are discussed in Supplementary
Information 1 and 2, the qualitative results are as follows. At the
beginning of the Al growth, when the Al thickness is small, the
out-of-plane orientation of the SU phase is mainly determined by
surface energy minimization, whereas the in-plane orientation is
determined by the interface energy minimization. This is consistent
with the orientation in Figs 2a and 3a of the thin shells having
the low-energy (111) planes parallel to the NW, resulting in a
planar morphology with a low surface energy, and still having
distinct in-plane relations given by high bicrystal symmetries (see
Supplementary Information 3).

As the metallic phase grows thicker, the surface-to-volume ratio
decreases, and the stress induced from the InAs/Al interface—
and maybe more importantly from incoherent boundaries of Al
grains meeting on a side facet or across adjacent side facets—
provides increasingly strong driving forces for reconstruction into
a less strained and lower total energy configuration. The h111i
to h112̄i transition is indeed consistent with the ability of the
h112̄i orientation to form large coherent single crystals while
maintaining a simultaneous epitaxial match on all facets. This
remarkable situation is illustrated in Fig. 4 and relies on the
bicrystal symmetries in three dimensions. In general, for a given
out-of-plane orientation there exist a number of distinguishable
grains with indistinguishable interfacial domains if the order of the
in-plane rotational symmetries of SE and SU are di�erent from
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Hybrid nanowires combining semiconductor and superconductor materials appear
well suited for the creation, detection, and control of Majorana bound states (MBSs).
We demonstrate the emergence of MBSs from coalescing Andreev bound states
(ABSs) in a hybrid InAs nanowire with epitaxial Al, using a quantum dot at the end of the
nanowire as a spectrometer. Electrostatic gating tuned the nanowire density to a
regime of one or a few ABSs. In an applied axial magnetic field, a topological phase
emerges in which ABSs move to zero energy and remain there, forming MBSs. We
observed hybridization of the MBS with the end-dot bound state, which is in agreement
with a numerical model. The ABS/MBS spectra provide parameters that are useful for
understanding topological superconductivity in this system.

A
s condensed-matter analogs of Majorana
fermions—particles that are their own anti-
particles (1)—Majorana bound states (MBSs)
are anticipated to exhibit non-Abelian ex-
change statistics, providing a basis for natu-

rally fault-tolerant topological quantum computing
(2–7). In the past two decades, the list of poten-
tial realizations of MBSs has grown from even-
denominator fractional quantum Hall states (8)
and p-wave superconductors (9) to topological
insulator-superconductor hybrid systems (10),
semiconductor-superconductor (Sm-S) hybrid
nanowire systems (11–21), and artificially engi-
neered Kitaev chains (22–24). Sm-S hybrid sys-
tems have received particular attention because
of ease of realization and a high degree of ex-
perimental control. Experimental signatures of
MBS in Sm-S systems have been reported (25–29),

typically consisting of zero-bias conductance peaks
in tunneling spectra appearing at finite magnet-
ic field.
In a confinednormal conductor-superconductor

system, Andreev reflection will give rise to discrete
electron-hole states below the superconducting
gap—Andreev bound states (ABSs). Given the
connection between superconducting proximity
effect and ABSs, zero-energy MBSs in Sm-S hy-
brid nanowires can be understood as a robust
merging of ABSs at zero energy, thanks in part
to the presence of strong spin-orbit interaction
(SOI) (11–13, 15, 16). However, not all zero-energy
ABSs are MBSs. For instance, in the nontopolog-
ical or trivial phase, ABSs canmove to zero energy
at a particular Zeeman field, giving rise to a zero-
bias conductance peak, and then split again at
higher fields, indicating a switch of fermion parity
(30). On the other hand, zero-energy MBSs in
short wires may also split as a function of chem-
ical potential or Zeeman field (14). In this case,
the difference between topological MBSs in a
finite-length wire and trivial ABSs is whether the
states are localized at the wire ends or not (17).
Wewill use the term “MBSs” to refer to ABSs that
are to a large degree localized at the wire ends
and would evolve into true topological MBSs as
the wire becomes longer. We also will use the
term “topological phase in a finite-length wire”

to refer to the regime in whichMBS appears. The
similarities between trivial ABS zero-energy
crossings and MBS in a finite-length wire can
be subtle (13, 15, 16, 30, 31). Several obstacles
have prevented a detailed experimental study
of the ABS-MBS relation to date, including a soft
proximity-induced gap (18), the difficulty of tuning
the chemical potential of the hybrid nanowire,
and disorder in the wire and tunneling barrier.
In this work, we investigated MBSs and their

emergence from coalescing ABSs, using tunnel-
ing spectroscopy through quantum dots at the
end of epitaxial hybrid Sm-S nanowires. We ob-
served gate-controlled hybridization of theMBSs
with the bound state in the end dot, finding
excellent agreement between experiment and
numerical models. The epitaxial Sm-S interface
induces a hard superconducting gap (32, 33),
whereas the partial coverage by the epitaxial
superconductor allows tuning of the chemical
potential and yields a high critical field (34),
both crucial for realizing MBSs.

Hybrid nanowire with end dot

Our devices weremade of epitaxial InAs/Al nano-
wires (Fig. 1A) (32). Wurtzite InAs nanowires
were first grown to a length of 5 to 10 mm by
means of molecular beam epitaxy, followed by
low-temperature epitaxial growth of Al. Two or
three facets of the hexagonal InAs core were
covered by Al (Fig. 1B) (32). The nanowires were
then deposited onto a degenerately doped silicon/
silicon oxide substrate. Transene-D Al etch was
used to selectively remove the Al from the end of
the wire, which was then contacted by titanium/
gold (Ti/Au, 5/100 nm), forming a normal (non-
superconducting) metal lead. Five devices were
investigated. Data from four devices, denoted
1 to 4, are reported in the main text, and data
from a fifth device, denoted 5, are reported
in (35). For device 1, the unetched end of the
nanowire section was contacted by titanium/
aluminum/vanadium (Ti/Al/V, 5/20/70 nm),
and global back gate and local side gates were
used to control the electron density in the wire.
A quantum dot was formed in the 150-nm bare
InAs wire segment between the Ti/Au normal
contact and the epitaxial Al shell, owing to dis-
order or band-bending (33). Fabrication details
for the other devices, each slightly different,
are given in (35). Micrographs of all devices ac-
company transport data. Except where noted,
the magnetic field B was applied parallel to the
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three facets of the hexagonal InAs core were
covered by Al (Fig. 1B) (32). The nanowires were
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understanding topological superconductivity in this system.

A
s condensed-matter analogs of Majorana
fermions—particles that are their own anti-
particles (1)—Majorana bound states (MBSs)
are anticipated to exhibit non-Abelian ex-
change statistics, providing a basis for natu-

rally fault-tolerant topological quantum computing
(2–7). In the past two decades, the list of poten-
tial realizations of MBSs has grown from even-
denominator fractional quantum Hall states (8)
and p-wave superconductors (9) to topological
insulator-superconductor hybrid systems (10),
semiconductor-superconductor (Sm-S) hybrid
nanowire systems (11–21), and artificially engi-
neered Kitaev chains (22–24). Sm-S hybrid sys-
tems have received particular attention because
of ease of realization and a high degree of ex-
perimental control. Experimental signatures of
MBS in Sm-S systems have been reported (25–29),

typically consisting of zero-bias conductance peaks
in tunneling spectra appearing at finite magnet-
ic field.
In a confinednormal conductor-superconductor

system, Andreev reflection will give rise to discrete
electron-hole states below the superconducting
gap—Andreev bound states (ABSs). Given the
connection between superconducting proximity
effect and ABSs, zero-energy MBSs in Sm-S hy-
brid nanowires can be understood as a robust
merging of ABSs at zero energy, thanks in part
to the presence of strong spin-orbit interaction
(SOI) (11–13, 15, 16). However, not all zero-energy
ABSs are MBSs. For instance, in the nontopolog-
ical or trivial phase, ABSs canmove to zero energy
at a particular Zeeman field, giving rise to a zero-
bias conductance peak, and then split again at
higher fields, indicating a switch of fermion parity
(30). On the other hand, zero-energy MBSs in
short wires may also split as a function of chem-
ical potential or Zeeman field (14). In this case,
the difference between topological MBSs in a
finite-length wire and trivial ABSs is whether the
states are localized at the wire ends or not (17).
Wewill use the term “MBSs” to refer to ABSs that
are to a large degree localized at the wire ends
and would evolve into true topological MBSs as
the wire becomes longer. We also will use the
term “topological phase in a finite-length wire”

to refer to the regime in whichMBS appears. The
similarities between trivial ABS zero-energy
crossings and MBS in a finite-length wire can
be subtle (13, 15, 16, 30, 31). Several obstacles
have prevented a detailed experimental study
of the ABS-MBS relation to date, including a soft
proximity-induced gap (18), the difficulty of tuning
the chemical potential of the hybrid nanowire,
and disorder in the wire and tunneling barrier.
In this work, we investigated MBSs and their

emergence from coalescing ABSs, using tunnel-
ing spectroscopy through quantum dots at the
end of epitaxial hybrid Sm-S nanowires. We ob-
served gate-controlled hybridization of theMBSs
with the bound state in the end dot, finding
excellent agreement between experiment and
numerical models. The epitaxial Sm-S interface
induces a hard superconducting gap (32, 33),
whereas the partial coverage by the epitaxial
superconductor allows tuning of the chemical
potential and yields a high critical field (34),
both crucial for realizing MBSs.

Hybrid nanowire with end dot

Our devices weremade of epitaxial InAs/Al nano-
wires (Fig. 1A) (32). Wurtzite InAs nanowires
were first grown to a length of 5 to 10 mm by
means of molecular beam epitaxy, followed by
low-temperature epitaxial growth of Al. Two or
three facets of the hexagonal InAs core were
covered by Al (Fig. 1B) (32). The nanowires were
then deposited onto a degenerately doped silicon/
silicon oxide substrate. Transene-D Al etch was
used to selectively remove the Al from the end of
the wire, which was then contacted by titanium/
gold (Ti/Au, 5/100 nm), forming a normal (non-
superconducting) metal lead. Five devices were
investigated. Data from four devices, denoted
1 to 4, are reported in the main text, and data
from a fifth device, denoted 5, are reported
in (35). For device 1, the unetched end of the
nanowire section was contacted by titanium/
aluminum/vanadium (Ti/Al/V, 5/20/70 nm),
and global back gate and local side gates were
used to control the electron density in the wire.
A quantum dot was formed in the 150-nm bare
InAs wire segment between the Ti/Au normal
contact and the epitaxial Al shell, owing to dis-
order or band-bending (33). Fabrication details
for the other devices, each slightly different,
are given in (35). Micrographs of all devices ac-
company transport data. Except where noted,
the magnetic field B was applied parallel to the
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nanowire axis by using a three-axis vectormagnet.
Transport measurements were performed by
using standard ac lock-in techniques in a di-
lution refrigerator, with a base temperature of
20 mK.
Differential conductance measured for device

1 is shown in Fig. 1C as a function of source-drain
voltage, Vsd, between the normal and super-
conducting leads, and the voltage, Vg1, on gate g1.
The height (in Vsd) of the Coulomb-blockade
diamond yields an end-dot charging energy Ec ~
6 meV. Because Ec is larger than the super-
conductor gap, single-electron cotunneling dom-
inates transport in Coulomb-blockade valleys. In
this regime, the dot acts effectively as a single
barrier and can be used as a tunneling spec-
trometer for the wire (Fig. 1E). On the other

hand, when the dot is tuned onto a Coulomb
peak (Fig. 1F), hybridization occurs between
the dot and wire states (36). We first discuss
cotunneling spectra away from resonance
then investigate dot-wire interaction when the
dot is on resonance with ABSs and MBSs in
the wire.

Weak dot-wire coupling

A hard proximity-induced superconducting gap,
marked by vanishing conductance below coher-
ence peaks, can be seen in cotunneling trans-
port through Coulomb blockade valleys of the
end dot (Fig. 1D). The width of the gap in bias
voltage is given by 2D*/e, where D* is the effec-
tive superconducting gap, defined phenome-
nologically by the bias voltage at which the

quasiparticle continuum appears. The value
of D* for device 1 is found to be 220 meV (for
devices 2, 3, and 4, D* ~ 250 to 270 meV), which
is somewhat larger than measured previously in
either epitaxial (33) or evaporated hybrid de-
vices (27, 37). The measured gap is consistent
with values for evaporated ultrathin Al films
in the literature (38).
Tunneling conductance (dI/dVsd) for device

1, as a function of Vg1 and Vsd, spanning three
Coulomb blockade valleys is shown in Fig. 2
for two values of back-gate voltage Vbg, which
is applied uniformly to the device by using a
conductive Si substrate separated by a 200-nm
oxide layer. To compensate the effect of Vbg on
the conductance of the end dot, the voltage Vg1,
on the gate near the end dot is simultaneously
swept by a small amount during the back-gate
sweep. Other gates are grounded. At less neg-
ative back-gate voltage (Vbg = –2.5 V), several
subgap conductance peaks are seen at B = 1 T,
including one at zero bias. We attribute these
peaks, which run through consecutive Coulomb
valleys, to ABSs in the finite-length wire. The
magnetic field dependence of the spectrum is
shown in Fig. 2, C and D: subgap states lie close
to the superconducting gap at zero field and
move to lower energies as B increases. Some of
the lower-energy subgap states merge at zero
energy, forming a narrow zero-bias peak span-
ning the range from 1 to 2 T. At more negative
back-gate voltage, Vbg = –7 V, dot-independent
subgap structure is absent (Fig. 2, E to H); only
a hard superconducting gap is seen throughout
the field range of 0 to 2 T. The back-gate de-
pendence on the number of ABSs in the gap
demonstrates that the chemical potential of the
wire can be controlled with the superconductor
shell present.
The zero-field effective gap D* in the regime

with high ABS density is ~200 meV, which is
distinctly smaller than the 220-meV gap seen
in the no-ABS regime. This is because the phe-
nomenological D* in the high-ABS density re-
gime is mainly determined by the energy of
the cluster of ABSs, yielding what is usually
referred to as the induced gap Dind. When there
are no states in the wire, D* is set by the gap of
the Al shell, denoted D.
Between the regimes of high ABS density

and zero ABS density, one can find, by adjust-
ing back and local gates, a low-density ABS re-
gime in which only one or a few subgap modes
are present. In this intermediate density regime,
ABSs can be readily probed with tunneling
spectroscopy, without softening the gap with
numerous quasicontinuous subgap states. To
prevent end-dot states from mixing with ABSs
in the wire, two gate voltages, one at the junc-
tion and one along the wire, were swept together
so as to compensate for capacitive cross-coupling
(Fig. 3A). In this way, either the end-dot chem-
ical potential mdot or the wire chemical potential
mwire could be swept, with the other held fixed. A
two-dimensional plot of zero-bias conductance as
a function of Vg1 and Vg2,g3 (fixing Vg2 = Vg3) in
Fig. 3B shows isopotential lines for the end dot
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Fig. 1. Epitaxial hybrid nanowire with end dot. (A) Scanning electron micrograph (SEM) of device
1, with false color representing different materials. The white brace indicates the location of a natively
formed quantum dot. (B) Schematic cross-sectional view of the nanowire.The epitaxial Al shell (dark
blue) was grown on two facets of the hexagonal InAs core (light blue), with a thickness of ~10 nm.
The applied magnetic field is parallel to the nanowire in most cases. (C) Differential conductance
measured for device 1 as a function of applied source-drain bias voltage, Vsd, and the voltage Vg1 on gate
g1. A Coulomb diamond pattern and a low-conductance gap through the valleys can be seen. (D) Line-
cuts of the conductance, taken from (C), indicated by red and black lines. (E and F) Schematic views of
two different dot-wire configurations of the device. (E) illustrates the elastic cotunneling process in the
Coulomb-blockade regime, whereas (F) shows how a quantum-dot level can hybridize with the subgap
states in the nanowire when it is tuned to resonance.
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nanowire axis by using a three-axis vectormagnet.
Transport measurements were performed by
using standard ac lock-in techniques in a di-
lution refrigerator, with a base temperature of
20 mK.
Differential conductance measured for device

1 is shown in Fig. 1C as a function of source-drain
voltage, Vsd, between the normal and super-
conducting leads, and the voltage, Vg1, on gate g1.
The height (in Vsd) of the Coulomb-blockade
diamond yields an end-dot charging energy Ec ~
6 meV. Because Ec is larger than the super-
conductor gap, single-electron cotunneling dom-
inates transport in Coulomb-blockade valleys. In
this regime, the dot acts effectively as a single
barrier and can be used as a tunneling spec-
trometer for the wire (Fig. 1E). On the other

hand, when the dot is tuned onto a Coulomb
peak (Fig. 1F), hybridization occurs between
the dot and wire states (36). We first discuss
cotunneling spectra away from resonance
then investigate dot-wire interaction when the
dot is on resonance with ABSs and MBSs in
the wire.

Weak dot-wire coupling

A hard proximity-induced superconducting gap,
marked by vanishing conductance below coher-
ence peaks, can be seen in cotunneling trans-
port through Coulomb blockade valleys of the
end dot (Fig. 1D). The width of the gap in bias
voltage is given by 2D*/e, where D* is the effec-
tive superconducting gap, defined phenome-
nologically by the bias voltage at which the

quasiparticle continuum appears. The value
of D* for device 1 is found to be 220 meV (for
devices 2, 3, and 4, D* ~ 250 to 270 meV), which
is somewhat larger than measured previously in
either epitaxial (33) or evaporated hybrid de-
vices (27, 37). The measured gap is consistent
with values for evaporated ultrathin Al films
in the literature (38).
Tunneling conductance (dI/dVsd) for device

1, as a function of Vg1 and Vsd, spanning three
Coulomb blockade valleys is shown in Fig. 2
for two values of back-gate voltage Vbg, which
is applied uniformly to the device by using a
conductive Si substrate separated by a 200-nm
oxide layer. To compensate the effect of Vbg on
the conductance of the end dot, the voltage Vg1,
on the gate near the end dot is simultaneously
swept by a small amount during the back-gate
sweep. Other gates are grounded. At less neg-
ative back-gate voltage (Vbg = –2.5 V), several
subgap conductance peaks are seen at B = 1 T,
including one at zero bias. We attribute these
peaks, which run through consecutive Coulomb
valleys, to ABSs in the finite-length wire. The
magnetic field dependence of the spectrum is
shown in Fig. 2, C and D: subgap states lie close
to the superconducting gap at zero field and
move to lower energies as B increases. Some of
the lower-energy subgap states merge at zero
energy, forming a narrow zero-bias peak span-
ning the range from 1 to 2 T. At more negative
back-gate voltage, Vbg = –7 V, dot-independent
subgap structure is absent (Fig. 2, E to H); only
a hard superconducting gap is seen throughout
the field range of 0 to 2 T. The back-gate de-
pendence on the number of ABSs in the gap
demonstrates that the chemical potential of the
wire can be controlled with the superconductor
shell present.
The zero-field effective gap D* in the regime

with high ABS density is ~200 meV, which is
distinctly smaller than the 220-meV gap seen
in the no-ABS regime. This is because the phe-
nomenological D* in the high-ABS density re-
gime is mainly determined by the energy of
the cluster of ABSs, yielding what is usually
referred to as the induced gap Dind. When there
are no states in the wire, D* is set by the gap of
the Al shell, denoted D.
Between the regimes of high ABS density

and zero ABS density, one can find, by adjust-
ing back and local gates, a low-density ABS re-
gime in which only one or a few subgap modes
are present. In this intermediate density regime,
ABSs can be readily probed with tunneling
spectroscopy, without softening the gap with
numerous quasicontinuous subgap states. To
prevent end-dot states from mixing with ABSs
in the wire, two gate voltages, one at the junc-
tion and one along the wire, were swept together
so as to compensate for capacitive cross-coupling
(Fig. 3A). In this way, either the end-dot chem-
ical potential mdot or the wire chemical potential
mwire could be swept, with the other held fixed. A
two-dimensional plot of zero-bias conductance as
a function of Vg1 and Vg2,g3 (fixing Vg2 = Vg3) in
Fig. 3B shows isopotential lines for the end dot
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The dot-wire interaction observed in Fig. 5D
can be understood in terms of leakage of the
MBS into the dot when the dot is on resonance
(41). The energy splitting of a pair of MBSs is
given by dEºjsinðkFLÞe−L=xj (where kF is the
effective Fermi wave vector). In Fig. 5D, this
splitting is initially small, when the dot is off reso-
nance and coupling of the MBSs to the dot states
is suppressed by Coulomb blockade. For a finite-
size wire, this implies that sin(kFL) ~ 0 at that
particular tuning. As the dot level comes closer
to the resonant point, the nearby MBS partially
leaks into the dot, which changes the details of
the MBSs wave function [the numerical study
on the wave-function distribution is provided in
(35)]. This can change the effective kFL in dE,
which causes the zero-bias peak to split at reso-
nance. Numerical simulations of the conduct-
ance spectrum of the coupled dot-MBS (Fig. 5,
E and F) show good qualitative agreement with
the experimental data, both in the trivial super-
conducting regime (Fig. 5, C and E) and in the
topological superconducting phase (Fig. 5, D
and F). Similar zero-bias peak splitting in anoth-
er coupled dot-MBS device (device 4) is shown
in Fig. 5H. To enhance image visibility, conduct-
ance values in Fig. 5H are normalized by the
conductance at Vsd = 0.2 mV at the correspond-
ing gate voltage.
Last, we examined the magnetic field evo-

lution of the subgap states in the strong dot-
wire coupling regime, in which dot and wire
states cannot be separated. Shown in Fig. 6 is
the evolution with field of the spectral features
of the dot-wire system measured for device 1,
with two ABSs merging at B = 0.75 T into a
stable zero-bias peak that remains up to B = 2 T.
The effective g*-factor that can be deduced from
the inward ABS branches is ~6. The conduct-
ance at the base of the zero-bias peak is almost
zero even at B = 1 T, indicating a hard super-
conducting gap also after the topological phase

transition. Related measurements are shown
in (35).
The long field range and intensity of the zero-

bias peak in Fig. 6 can be understood as arising
from the hybridization of the MBS with the end-
dot state. In the strong coupling regime, MBS
can partially reside at the end dot, making the
effective length of the wire longer than in
Fig. 3I. The MBS wave function has larger
amplitude at the wire end, where the dot couples,
than either finite-energy ABSs or states in the
Al shell. This leads to a relatively higher con-
ductance peak at zero energy and makes the
excited states and the Al shell superconduct-
ing coherence peaks almost invisible (13). The
long field range of the zero-bias peak in Fig. 6
(also Fig. 3I) may also be enhanced by elec-
trostatic effects that depend on magnetic field
(14, 19).
Our measurements have revealed how the

ABSs in a hybrid superconductor-semiconductor
nanowire evolve into MBSs as a function of field
and gate voltage.
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FIG. 1. (Color online) Schematic representation of the SM-SC
heterostructure in Ref. [20] (see also Ref. [44] and Ref. [45]).
Proximitized semiconductor nanowire coupled to a quantum
dot, where the dot is represented by the segment of the wire
that is not covered by the superconductor. (A) The induced
paring is �ind = 0.25 meV in the proximitized region and
vanishes in the dot region. (B) E↵ective potential V1(x); the
dot corresponds to a potential valley. (C) E↵ective potential
V1(x); the dot is modeled as a potential step.

that correspond to strongly overlapping MBSs. In this
case, the separation between �A and �B is smaller than
their characteristic length scale ⇠. Second, we have the
“true” Majorana zero modes. In this case, �A and �B

are localized at the opposite ends of the wire and �✏ rep-
resents the wave function of the (non-local) fermionic
mode  † = (�A + i�B)/2 corresponding to the pair of
MZMs. Finally, we have the ps-ABSs, which are char-
acterized by component MBSs (i.e., �A and �B) sep-
arated by distances comparable with or larger than ⇠,
but less than the length of the wire. The ps-ABSs in-
terpolate continuously between the first two classes and
cannot be distinguished locally from true MZMs sepa-
rated by the entire length of the wire. In fact, they can
also be viewed as MZMs realized in a certain segment of
the wire that hosts a local “topological” SC phase, while
the rest of the wire is topologically trivial. Here, the
term “topological” is, of course, defined operationally in
the context of a finite system – the finite segment of the
wire. Such operationally defined local “topological” re-
gion with zero energy modes in the topologically trivial
phase was found earlier in studies of the energy spectrum
of a vortex core in a two-dimensional SM-SC heterostruc-
ture with Rashba spin-orbit coupling and Zeeman field
proximity induced from a ferromagnetic insulator.53 It is
important to reiterate, however, that the ps-ABSs occur
in the topologically trivial phase, before the topological
quantum phase transition indicated by the minimum of
the bulk gap, and cannot be used for experimental tests
of non-Abelian statistics and topological quantum com-
putation.

V2; a=500

V1; a=400

V1; a=500

(I)
(II)

(III)

(VI)(IV) (V)

FIG. 2. (Color online) Low-energy spectrum as function of
the applied Zeeman field for a system with an e↵ective poten-
tial profile V1(x) (top and middle panels) and V2(x) (bottom
panel). The potential profiles are shown in Fig. 1. The values
of the Rashba spin-orbit coupling ↵ indicated on the figure are
in units of meV·Å. The spatial profiles of the MBSs �A and
�B associated with the low-energy modes labeled by roman
numerals are shown in Figs. 3 and 4.

III. PARTIALLY SEPARATED ABS IN SM-SC
HETEROSTRUCTURE COUPLED TO A

QUANTUM DOT

To illustrate the concepts discussed above, let us first
focus on a hybrid system consisting of a proximitized
nanowire coupled to a quantum dot20,44,45. The struc-
ture is represented schematically in Fig. 1, together with
the corresponding spatial profiles of the induced pairing
and e↵ective potential. We note that typically the quan-
tum dot is modeled as a potential valley,44,45 similar to
the profile V1(x) in Fig. 1(B). However, modeling it as a
potential step (see Fig. 1(C)) represents another realis-
tic possibility. Which one of the profiles V1(x) or V2(x)
is a better approximation of the potential characterizing
hybrid devices realized in the laboratory depends on the
specific materials, in particular the work function di↵er-
ence between the semiconductor and the superconductor,
and on the voltage applied to the back gate under the dot
region.
Next, we assume that the chemical potential, which is

measured relative to the bottom of the highest energy
occupied band, is tuned (using back gates) close to the
value of the e↵ective potential in the dot region, as shown
in Fig. 1, while an external Zeeman field is applied along

Experiment:
M.T. Deng, S. Vaitenekanas
Center for Quantum Devices
(unpublished)

5

the wire. The dependence of the low-energy spectra on
the applied field for three di↵erent parameter configura-
tions are shown in Fig. 2. First, we note that the system
undergoes a topological quantum phase transition at a
critical field of about 1 meV, as signaled by the minimun
in the bulk spectrum. Of course, the bulk gap remains
finite at the “transition” as a result of finite size e↵ects.
Above the critical field, the system is in a topological SC
phase and a “true” Majorana zero mode emerges at each
end as a mid-gap state. Again, the small but finite energy
splitting, which is evident in the lower panel, is the result
of finite size e↵ects. Second, we note that a low-energy
mode is present even in the trivial regime, i.e., below the
“critical” field for the topological transition signaled by
the bulk gap minimum. In the upper panel of Fig. 2, the
trivial low-energy mode produces a zero-energy crossing
indicative of a “standard” ABS. When measured experi-
mentally, such a mode produces a ZBCP that can be eas-
ily distinguished from the ZBCP generated by a MZM.
However, tuning the system parameters (e.g., the spin-
orbit coupling) may result is a situation when the ABSs
appear to coalesce at zero-energy, as shown in the middle
panel of Fig. 2. The spectroscopic signature of this low-
energy mode can still be distinguished from the signature
of a MZM if one has experimental access to a wide range
of Zeeman fields that extends above the critical field. If,
on the other hand, the SC bulk gap collapses before the
“phase transition”, identifying the ZBCP generated by
this mode as a signature of a trivial low-energy state
may be more di�cult. In particular, it is necessary to
perform consistency tests to check the robustness of the
ZBCP (including its quantization at low temperature) to
variations of the controllable experimental parameters.

While the trivial low-energy mode shown in the mid-
dle panel of Fig. 2 is a bad impersonator of a MZM, the
scenario illustrated in the lower panel should raise seri-
ous concerns regarding the interpretation of the tunneling
conductance data13–15,17–23. In this case, the trivial low-
energy mode sticks to zero over a wide range of Zeeman
fields and is equally robust against the variations of other
controllable parameters. In fact, it is virtually impossi-
ble to di↵erentiate this mode from a “true” MZM using
local measurements at the end of the wire containing the
quantum dot.

To gain more physical intuition, we “decompose” the
low-energy modes into the constituent MBSs �A and �B

as discussed above (see Eq. 2 and Eq. 3), and analyze
their spatial profiles. Consider first the Majorana mode
(I) corresponding to a value of the Zeeman field � =
1.2 meV (see Fig. 2, top panel). As shown in Fig. 3 (top
panel), the two MZMs �A and �B are localized at the
opposite ends of the wire and have an exponentially small
overlap. Note that the MZM localized near the left end of
the wire penetrates into the quantum dot, i.e., the normal
section of the wire.54 Also note that the identification of
the yellow/light gray and red/gray MBSs with �A and
�B , respectively, depends on an overall phase di↵erence
between �✏ and ��✏. Introducing an additional ⇡ phase
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Mode I (MZM)
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FIG. 3. (Color online) Spatial profiles of the Majorana bound
states �A and �B (yellow/light gray and red/gray, respec-
tively) defined by Eqs. (2) and (3) for the low-energy modes
labeled by roman numerals in Fig. 2. Mode (I) is a “true”
Majorana mode characterized by two MBSs localized near the
opposite ends of the wire (top panel). Modes (II) and (III) is
are “standard” ABSs consisting of two MBSs that are practi-
cally on top of each other (middle and lower panels).

di↵erence (i.e. a minus sign in one of the wave functions)
will switch the positions of �A and �B .
The ABS modes (II) and (III) (see Figs. 2 and 3))

consist of MBSs that are practically on top of each other.
When probing these modes from the left end of the wire
one practically couples to both MBSs with similar cou-
pling strengths and the resulting zero bias conductance
peaks are (generally) not quantized. An accidental quan-
tization of the ZBCP can be identified by varying the
control parameters, e.g., the tunnel barrier height.45

The situation is completely di↵erent in the case of the
trivial low-energy modes (IV) and (V) (see the lower
panel of Fig. 2) characterizing the system with a step-like
e↵ective potential (V2). The spatial profiles of the corre-
sponding MBSs are shown in Fig. 4. These modes are
proper ps-ABSs, as the constituent MBSs are separated
by a distance comparable to their length scale (which is
of the order ⇠ ⇠ 0.3 µm). In a charge tunneling experi-
ment that probes the left end of the system, the lead will
only e↵ectively couple to �A, i.e. the yellow/light gray
Majorana, while the coupling to the second (red/gray)
Majorana will be exponentially small. As a result, the
signatures of the trivial low-energy modes (IV) and (V)
will be indistinguishable from those of the “true” MZM
(VI), since the corresponding yellow Majoranas (�A) look
qualitatively the same at the left end of the wire, while
their red counterparts (�B) are practically “invisible” to
any local probe.
We conclude that the theoretical description of

the low-energy modes that occur in semiconductor-
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FIG. 1. (Color online) Schematic representation of the SM-SC
heterostructure in Ref. [20] (see also Ref. [44] and Ref. [45]).
Proximitized semiconductor nanowire coupled to a quantum
dot, where the dot is represented by the segment of the wire
that is not covered by the superconductor. (A) The induced
paring is �ind = 0.25 meV in the proximitized region and
vanishes in the dot region. (B) E↵ective potential V1(x); the
dot corresponds to a potential valley. (C) E↵ective potential
V1(x); the dot is modeled as a potential step.

that correspond to strongly overlapping MBSs. In this
case, the separation between �A and �B is smaller than
their characteristic length scale ⇠. Second, we have the
“true” Majorana zero modes. In this case, �A and �B

are localized at the opposite ends of the wire and �✏ rep-
resents the wave function of the (non-local) fermionic
mode  † = (�A + i�B)/2 corresponding to the pair of
MZMs. Finally, we have the ps-ABSs, which are char-
acterized by component MBSs (i.e., �A and �B) sep-
arated by distances comparable with or larger than ⇠,
but less than the length of the wire. The ps-ABSs in-
terpolate continuously between the first two classes and
cannot be distinguished locally from true MZMs sepa-
rated by the entire length of the wire. In fact, they can
also be viewed as MZMs realized in a certain segment of
the wire that hosts a local “topological” SC phase, while
the rest of the wire is topologically trivial. Here, the
term “topological” is, of course, defined operationally in
the context of a finite system – the finite segment of the
wire. Such operationally defined local “topological” re-
gion with zero energy modes in the topologically trivial
phase was found earlier in studies of the energy spectrum
of a vortex core in a two-dimensional SM-SC heterostruc-
ture with Rashba spin-orbit coupling and Zeeman field
proximity induced from a ferromagnetic insulator.53 It is
important to reiterate, however, that the ps-ABSs occur
in the topologically trivial phase, before the topological
quantum phase transition indicated by the minimum of
the bulk gap, and cannot be used for experimental tests
of non-Abelian statistics and topological quantum com-
putation.

FIG. 2. (Color online) Low-energy spectrum as function of
the applied Zeeman field for a system with an e↵ective poten-
tial profile V1(x) (top and middle panels) and V2(x) (bottom
panel). The potential profiles are shown in Fig. 1. The values
of the Rashba spin-orbit coupling ↵ indicated on the figure are
in units of meV·Å. The spatial profiles of the MBSs �A and
�B associated with the low-energy modes labeled by roman
numerals are shown in Figs. 3 and 4.

III. PARTIALLY SEPARATED ABS IN SM-SC
HETEROSTRUCTURE COUPLED TO A

QUANTUM DOT

To illustrate the concepts discussed above, let us first
focus on a hybrid system consisting of a proximitized
nanowire coupled to a quantum dot20,44,45. The struc-
ture is represented schematically in Fig. 1, together with
the corresponding spatial profiles of the induced pairing
and e↵ective potential. We note that typically the quan-
tum dot is modeled as a potential valley,44,45 similar to
the profile V1(x) in Fig. 1(B). However, modeling it as a
potential step (see Fig. 1(C)) represents another realis-
tic possibility. Which one of the profiles V1(x) or V2(x)
is a better approximation of the potential characterizing
hybrid devices realized in the laboratory depends on the
specific materials, in particular the work function di↵er-
ence between the semiconductor and the superconductor,
and on the voltage applied to the back gate under the dot
region.
Next, we assume that the chemical potential, which is

measured relative to the bottom of the highest energy
occupied band, is tuned (using back gates) close to the
value of the e↵ective potential in the dot region, as shown
in Fig. 1, while an external Zeeman field is applied along
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Physical mechanisms for zero-bias conductance peaks in Majorana nanowires
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Motivated by the need to understand and simulate the ubiquitous experimentally observed zero-bias conduc-
tance peaks in superconductor-semiconductor hybrid structures, we theoretically investigate the tunneling con-
ductance spectra in one-dimensional nanowires in proximity to superconductors in a systematic manner taking
into account several different physical mechanisms producing zero-bias conductance peaks. The mechanisms we
consider are the presence of quantum dots, inhomogeneous potential, random disorder in the chemical potential,
random fluctuations in the superconducting gap, and in the effective g factor with the self-energy renormalization
induced by the parent superconductor in both short (L ∼ 1 µm) and long nanowires (L ∼ 3 µm). We classify
all foregoing theoretical results for zero-bias conductance peaks into three types: the good, the bad, and the
ugly, according to the physical mechanisms producing the zero-bias peaks and their topological properties. We
find that, although the topological Majorana zero modes are immune to weak disorder, strong disorder (“ugly”)
completely suppresses topological superconductivity and generically leads to trivial zero-bias peaks. Compared
qualitatively with the extensive existing experimental results in the superconductor-semiconductor nanowire
structures, we conclude that most current experiments are likely exploring trivial zero-bias peaks in the “ugly”
situation dominated by strong disorder. We also study the nonlocal end-to-end correlation measurement in both
the short and long wires, and point out the limitation of the nonlocal correlation in ascertaining topological
properties particularly when applied to short wires. Although we present results for “good” and “bad” zero-bias
peaks, arising respectively from topological Majorana bound states and trivial Andreev bound states, strictly
for the sake of direct comparison with the “ugly” zero-bias conductance peaks arising from strong disorder, the
main goal of the current work is to establish with a very high confidence level the real physical possibility that
essentially all experimentally observed zero-bias peaks in Majorana nanowires are most likely ugly, i.e., purely
induced by strong disorder, and are as such utterly nontopological. Our work clearly suggests that an essential
prerequisite for any future observation of topological Majorana zero modes in nanowires is a substantial materials
improvement of the semiconductor-superconductor hybrid systems leading to much cleaner wires.

DOI: 10.1103/PhysRevResearch.2.013377

I. INTRODUCTION

The experimental search for Majorana zero modes (MZM)
[1–23] in the superconductor-semiconductor (SC-SM) hybrid
devices has succeeded in observing many of the theoretically
predicted apparent topological features, especially the quan-
tized zero-bias conductance peak (ZBCP) in the normal-to-
superconductor (NS) tunneling spectroscopy [24–35]. How-
ever, there are still some crucial topological features yet to be
unambiguously confirmed in experiments; for example, the
growing Majorana oscillations with the increasing magnetic
field [36], closing and reopening of bulk superconducting
gaps [11,12,19,25,37], and robust stability of ZBCP over
extended regimes of magnetic fields and gate voltages [38,39].
In particular, extensive fine-tuning of various gate voltages ap-
plied across the sample appears necessary in the experimental

Published by the American Physical Society under the terms of the
Creative Commons Attribution 4.0 International license. Further
distribution of this work must maintain attribution to the author(s)
and the published article’s title, journal citation, and DOI.

manifestation of the rather fragile quantized tunneling ZBCPs
putatively identified as arising from topological Majorana
zero modes, seemingly in conflict with the predicted robust
and generic nature of the topological phase. Experiments
manifest no signs of any nonlocal correlations, which are
difficult to reconcile with the existence of MZMs. In addition,
the fact that no bulk signatures of a topological quantum
phase transition (TQPT) (e.g., closing and then reopening of a
gap) have ever been reported in spite of widespread report-
ing of observed ZBCPs is problematic. All these problems
have led to alternative nontopological explanations for the
experimental ZBCPs [40–51], and there have been theoretical
suggestions on how to identify MZMs experimentally as
well as to distinguish between topological and trivial (i.e.,
nontopological) ZBCPs [44–48]. Unfortunately, a consensus
seems to have developed that most, if not all, of the observed
ZBCPs are trivial, arising from fermionic (i.e., non-Majorana)
subgap states, widely referred to as Andreev bound states
(ABS), as opposed to Majorana bound states (MBS). A
closely related possibility for trivial ZBCPs is the disorder-
induced ABS or antilocalization enhancement of the density
of states in class D system where the topological superconduc-
tivity is completely suppressed by disorder [42,52–55]. These
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only to enable a seamless reading of the main text without
being burdened by too many results.

II. THEORY

The general form of the Hamiltonian to describe a SC-SM
hybrid nanowire is [5]

Htot = HSM + HZ + HV + HSC + HSC-SM, (1)

where HSM is the Hamiltonian for SM component, HZ de-
scribes the contribution from the applied magnetic field (en-
tering as the Zeeman splitting energy), HV contains various ef-
fects of disorder and gate potentials, HSC quantifies the parent
SC, and HSC-SM is the SC-SM coupling. This model has been
studied extensively since its introduction in Refs. [12,19], but
usually with some of the terms (e.g., HV) left out to emphasize
one or other physical mechanisms. In the current work, we
keep all the terms to study and contrast the different situations
within one comprehensive framework.

A. Minimal effective model

We start with the minimal effective Hamiltonian of a
pristine nanowire without any quantum dot, inhomogeneous
potential, or disorder, which implies HV = 0. (This, by defini-
tion, corresponds to the “good” case where isolated topologi-
cal MZMs arise at two wire ends for sufficiently large Zeeman
splitting and sufficiently long wires, i.e., above the TQPT.)
The pristine nanowire is then described by the “standard” min-
imal BdG Hamiltonian [10–12] Ĥ = 1

2

∫
dx !̂†(x)Htot!̂(x),

with

Htot =
(

− h̄2

2m∗ ∂2
x − iα∂xσy − µ

)
τz + VZσx + &τx. (2)

Here, !̂(x) = (ψ̂↑(x), ψ̂↓(x), ψ̂†
↓ (x),−ψ̂

†
↑ (x))

T
represents a

position-dependent spinor; %σ and %τ denote Pauli matrices
in the spin and particle-hole space, respectively. The mag-
netic field is applied along the longitudinal direction of the
nanowire providing a Zeeman term HZ = VZσx, where VZ =
1
2 gµBB and µB is Bohr magneton. Rashba spin-orbit coupling
with strength α is assumed to be perpendicular to the wire
length [70]. We emphasize the pristine nanowire aspect by
imposing a spatially constant chemical potential µ with an
effective g factor and a SC proximitized gap & in the weak
SC-SM coupling limit [71,72]. Thus HSC-SM here is given sim-
ply by the last term &τx in Eq. (2). Unless otherwise specified,
the values of effective parameters in Eq. (2) are [8,29,39,73–
76] m∗ = 0.015 me (for the effective mass), where me is the
electron rest mass, & = 0.2 meV (for the proximity-induced
SC gap), µ = 1 meV (for the chemical potential), α =
0.5 eVÅ (for the spin-orbit coupling), and the length of the
nanowire L = 1 µm [28,30,33,34] (for the short wire) or 3 µm
(for the long wire). (This choice of parameters corresponds
approximately to the InSb-Al hybrid SC-SM systems.) We
calculate all the energy spectra numerically by discretizing the
continuum Hamiltonian into a finite difference tight-binding
model [77] and then exactly diagonalizing the corresponding
Hamiltonian matrix. The tight-binding model is diagonalized
for different values of VZ to obtain the corresponding eigen-
values and eigenvectors utilizing Arnoldi iteration technique

[78] for sparse matrices (except for the Hamiltonian in the
presence of the self-energy discussed next). The schematic of
a pristine nanowire (“good”) model is shown in Fig. 1(a).

B. Self-energy

Under real experimental conditions, the weak SC-SM cou-
pling limit, i.e., HSC-SM = &τx as in Eq. (2), may not be
sufficient to describe the system, especially for those involv-
ing epitaxial aluminum (Al) as the parent SC [25,79,80].
Therefore we consider the proximity effect in an intermediate
regime within a Green’s function approach [19,71,72]. Note
that the SC proximity effect is due to the electrons in the
SM nanowire penetrating into the covering parent SC segment
and vice versa. To approximate this effect, one can construct
a microscopic tight-binding model between the SC and the
SM, integrate out the SC degrees of freedom, and replace the
parent SC by a self-energy [5,46,71,72,81,82]

((ω) = −γ
ω + &0τx√
&2

0 − ω2
, (3)

where γ is the effective SC-SM coupling (tunneling) strength,
ω is the energy, and &0 is the bulk parent SC gap. Un-
less otherwise specified, these values of parameters are used
throughout: γ = 0.2 meV and &0 = 0.2 meV Explicitly, the
Hamiltonian then becomes energy-dependent including the
self-energy

HSE(ω) =
(

− h̄2

2m∗ ∂2
x − iα∂xσy − µ

)
τz + VZσx + ((ω).

(4)

Since the Hamiltonian is ω-dependent in the presence of the
self-energy, it can be solved self-consistently in an iterative
manner for each energy state [83]. Note that the self-energy
term ((ω) in Eq. (4) represents the coupling term HSC-SM of
Eq. (1).

One of the practical problems encountered in experiments
is that the bulk SC gap of the parent superconductor is
suppressed by the applied magnetic field, and often in fact
vanishes for sufficiently large Zeeman field [43]. To better
simulate the real experimental situation, [28–35] we therefore
further consider a VZ-dependent bulk SC gap, where it col-
lapses at some experimentally determined nonuniversal VC,
namely, the constant &0 in Eq. (3) is then replaced by [46]

&0(VZ) = &0(VZ = 0)

√

1 −
(

VZ

VC

)2

θ (VC − VZ), (5)

where θ (. . . ) is the Heaviside-step function indicating that
the SC gap will never reopen once it has collapsed since
the parent bulk SC gap has vanished causing a complete
disappearance of the proximity effect in the SM. As such
regimes of gap collapsing VZ are not of our interest, we do not
extend Zeeman field VZ in the numerical calculated tunneling
conductance spectra beyond the SC collapse field VC (i.e., the
theory throughout the paper is only discussed within VZ < VC,
and should not be applied to the regime of VZ > VC). Thus the
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FIG. 1. The schematic of the NS junction composed of a lead
and (a) pristine nanowire with a constant SC gap ! in the clean limit
V (x) = 0; (b) nanowire with a quantum dot V (x) and a partially
covered parent SC; (c) nanowire with an inhomogeneous potential
V (x) and a constant SC gap !; (d) nanowire with disorder V (x) in the
chemical potential; (e) nanowire with disorder g̃(x) in the effective g
factor; and (f) nanowire with disorder in the SC gap !(x).

shown in Appendix A. Our goal is to simulate stable ZBCPs as
observed experimentally, taking into account various possible
experimental situations, including the pristine nanowire, the
nanowire in the presence of the quantum dot, in the presence
of the inhomogeneous potential, in the presence of disorder
in the chemical potential, in the presence of disorder in the
effective g factor, and in the presence of disorder in the SC
gap, within a unified formalism keeping all system parameters
the same except for the specific mechanism leading to that
ZBCP. Based on the nature of the ZBCP sticking to zero
energy (as well as the underlying physical mechanism), we
classify the conductance results into three types: the good (in
Sec. III A), the bad (in Sec. III B), and the ugly (in Sec. III C).
We emphasize that all ZBCPs other than the good ones are
topologically trivial since the ZBCPs begin to stick to zero
energy in these trivial cases before the nominal TQPT. This

FIG. 2. (a) and (b) show an example of the good ZBCP in a
pristine nanowire with the self-energy in a 1 µm wire. The color
plots show the differential tunneling conductance G as a function of
VZ (x axis) and Vbias (y axis) from the left lead (left column) and
the right lead (right column). The SC gap collapse VC = 3 meV.
The TQPT is labeled in the white dashed line at VZ = 1.02 meV.
The complete correlation conductance measurements are shown in
Fig. 11; (c) and (d) show an example of the good ZBCP in the
presence of a small amount of disorder in the chemical potential in
a 1 µm wire. The parameters are: standard deviation of disorder in
the chemical potential σµ = 0.4 meV, SC gap collapse VC = 3 meV.
The TQPT is labeled in the white dashed line at VZ = 1.02 meV.
The complete correlation conductance measurements are shown in
Fig. 12; (e) and (f) show an example of the good ZBCP in the
presence of disorder in the SC gap in a 1 µm wire. The parameters
are: standard deviation of disorder in the gap σ! = 0.06 meV, mean
parent SC gap !0 = 0.2 meV, and SC gap co llapse VC = 3 meV.
The TQPT is labeled in the white dashed line at VZ = 1.02 meV.
The complete correlation conductance measurements are shown in
Fig. 13.

triviality is reinforced from the wave functions in the Majo-
rana basis in Appendix B, where the two Majorana modes are
not well-separated for the bad and the ugly cases in spite of
the occurrence of ZBCPs.

In addition, we notice that by including the self-energy
with a gradual-collapsing SC gap (as happens experimen-
tally), the amplitude of the ZBCP oscillation is significantly
suppressed as VZ increases. For each type of ZBCP, the
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APPENDIX B: ENERGY SPECTRA AND WAVE FUNCTIONS

In this section, the energy spectra as a function of the Zeeman field VZ are shown in the first column and the corresponding
wave funnctions at several representative VZ in the Majorana basis defined in Eq. (19) are presented in the second to the fourth
columns. In energy spectra, the energies have identical ranges as those in conductance spectra and the red dashed lines are for
the nominal TQPT. The two Majoranas are labeled with blue and cyan in the lowest state while red and orange in the second
state.

FIG. 19. (a)–(d) correspond to Figs. 11(a) and 11(e). (e)–(h) correspond to Figs. 11(b) and 11(f). (i)–(l) correspond to Figs. 11(c) and
11(g). (m)–(p) correspond to Figs. 11(d) and 11(h).
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FIG. 11. The good ZBCP in two 1 µm pristine wires [shown in (a)–(d)] and two 3 µm pristine wires [shown in (c)–(h)]. The color plots
show the differential tunneling conductance G as a function of VZ (x axis) and Vbias (y axis) measured from the left lead (in the first row) and
the right lead (in the second row). Nanowires with the self-energy are shown in (b), (f), (d), and (h) and without the self-energy are shown in
(a), (c), (e), and (g). The SC gap collapse VC = 3 meV for the self-energy case. The TQPT is labeled in the white dashed line at VZ = 1.02
meV. The corresponding wave functions and energy spectra are shown in Fig. 19.
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FIG. 11. The good ZBCP in two 1 µm pristine wires [shown in (a)–(d)] and two 3 µm pristine wires [shown in (c)–(h)]. The color plots
show the differential tunneling conductance G as a function of VZ (x axis) and Vbias (y axis) measured from the left lead (in the first row) and
the right lead (in the second row). Nanowires with the self-energy are shown in (b), (f), (d), and (h) and without the self-energy are shown in
(a), (c), (e), and (g). The SC gap collapse VC = 3 meV for the self-energy case. The TQPT is labeled in the white dashed line at VZ = 1.02
meV. The corresponding wave functions and energy spectra are shown in Fig. 19.
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FIG. 11. The good ZBCP in two 1 µm pristine wires [shown in (a)–(d)] and two 3 µm pristine wires [shown in (c)–(h)]. The color plots
show the differential tunneling conductance G as a function of VZ (x axis) and Vbias (y axis) measured from the left lead (in the first row) and
the right lead (in the second row). Nanowires with the self-energy are shown in (b), (f), (d), and (h) and without the self-energy are shown in
(a), (c), (e), and (g). The SC gap collapse VC = 3 meV for the self-energy case. The TQPT is labeled in the white dashed line at VZ = 1.02
meV. The corresponding wave functions and energy spectra are shown in Fig. 19.

013377-16

HAINING PAN AND S. DAS SARMA PHYSICAL REVIEW RESEARCH 2, 013377 (2020)

FIG. 11. The good ZBCP in two 1 µm pristine wires [shown in (a)–(d)] and two 3 µm pristine wires [shown in (c)–(h)]. The color plots
show the differential tunneling conductance G as a function of VZ (x axis) and Vbias (y axis) measured from the left lead (in the first row) and
the right lead (in the second row). Nanowires with the self-energy are shown in (b), (f), (d), and (h) and without the self-energy are shown in
(a), (c), (e), and (g). The SC gap collapse VC = 3 meV for the self-energy case. The TQPT is labeled in the white dashed line at VZ = 1.02
meV. The corresponding wave functions and energy spectra are shown in Fig. 19.

013377-16

“good”



HAINING PAN AND S. DAS SARMA PHYSICAL REVIEW RESEARCH 2, 013377 (2020)

FIG. 26. (a)–(d) correspond to Figs. 16(a) and 16(b). (e)–(h) correspond to Figs. 16(c) and 16(d). (i)–(l) correspond to Figs. 16(e) and
16(f). (m)–(p) correspond to Figs. 16(g) and 16(h).

FIG. 27. (a)–(d) correspond to Figs. 16(i) and 16(j). (e)–(h) correspond to Figs. 16(k) and 16(l).
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FIG. 16. The ugly ZBCP in the presence of a large amount of disorder in the chemical potential for two 1 µm wires (shown in the first
two rows) and for one 3 µm wire (shown in the third row). The color plots show the differential tunneling conductance G as a function of VZ

(x axis) and Vbias (y axis) measured from the left lead (shown in the first and third columns) and the right lead (shown in the second and fourth
columns). The conductance spectra in the first row share a common configuration of disorder; the ones in the second row share another. The
standard deviation of the chemical potential σµ = 1 meV for wires both with the self-energy shown in (c), (d), (g), and (h), and without the
self-energy shown in (a), (b), (e), and (f). For L = 3 µm wire, the standard deviation of the chemical potential σµ = 1 for wires both with the
self-energy shown in (k) and (l) and without the self-energy shown in (i) and (j). The SC gap collapse VC = 1.2 meV for the self-energy case.
The TQPT is labeled in the white dashed line at VZ = 1.02 meV. The corresponding wave functions and energy spectra are shown in Figs. 26
and 27.
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Physical mechanisms for zero-bias conductance peaks in Majorana nanowires
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Motivated by the need to understand and simulate the ubiquitous experimentally observed zero-bias conduc-
tance peaks in superconductor-semiconductor hybrid structures, we theoretically investigate the tunneling con-
ductance spectra in one-dimensional nanowires in proximity to superconductors in a systematic manner taking
into account several different physical mechanisms producing zero-bias conductance peaks. The mechanisms we
consider are the presence of quantum dots, inhomogeneous potential, random disorder in the chemical potential,
random fluctuations in the superconducting gap, and in the effective g factor with the self-energy renormalization
induced by the parent superconductor in both short (L ∼ 1 µm) and long nanowires (L ∼ 3 µm). We classify
all foregoing theoretical results for zero-bias conductance peaks into three types: the good, the bad, and the
ugly, according to the physical mechanisms producing the zero-bias peaks and their topological properties. We
find that, although the topological Majorana zero modes are immune to weak disorder, strong disorder (“ugly”)
completely suppresses topological superconductivity and generically leads to trivial zero-bias peaks. Compared
qualitatively with the extensive existing experimental results in the superconductor-semiconductor nanowire
structures, we conclude that most current experiments are likely exploring trivial zero-bias peaks in the “ugly”
situation dominated by strong disorder. We also study the nonlocal end-to-end correlation measurement in both
the short and long wires, and point out the limitation of the nonlocal correlation in ascertaining topological
properties particularly when applied to short wires. Although we present results for “good” and “bad” zero-bias
peaks, arising respectively from topological Majorana bound states and trivial Andreev bound states, strictly
for the sake of direct comparison with the “ugly” zero-bias conductance peaks arising from strong disorder, the
main goal of the current work is to establish with a very high confidence level the real physical possibility that
essentially all experimentally observed zero-bias peaks in Majorana nanowires are most likely ugly, i.e., purely
induced by strong disorder, and are as such utterly nontopological. Our work clearly suggests that an essential
prerequisite for any future observation of topological Majorana zero modes in nanowires is a substantial materials
improvement of the semiconductor-superconductor hybrid systems leading to much cleaner wires.

DOI: 10.1103/PhysRevResearch.2.013377

I. INTRODUCTION

The experimental search for Majorana zero modes (MZM)
[1–23] in the superconductor-semiconductor (SC-SM) hybrid
devices has succeeded in observing many of the theoretically
predicted apparent topological features, especially the quan-
tized zero-bias conductance peak (ZBCP) in the normal-to-
superconductor (NS) tunneling spectroscopy [24–35]. How-
ever, there are still some crucial topological features yet to be
unambiguously confirmed in experiments; for example, the
growing Majorana oscillations with the increasing magnetic
field [36], closing and reopening of bulk superconducting
gaps [11,12,19,25,37], and robust stability of ZBCP over
extended regimes of magnetic fields and gate voltages [38,39].
In particular, extensive fine-tuning of various gate voltages ap-
plied across the sample appears necessary in the experimental

Published by the American Physical Society under the terms of the
Creative Commons Attribution 4.0 International license. Further
distribution of this work must maintain attribution to the author(s)
and the published article’s title, journal citation, and DOI.

manifestation of the rather fragile quantized tunneling ZBCPs
putatively identified as arising from topological Majorana
zero modes, seemingly in conflict with the predicted robust
and generic nature of the topological phase. Experiments
manifest no signs of any nonlocal correlations, which are
difficult to reconcile with the existence of MZMs. In addition,
the fact that no bulk signatures of a topological quantum
phase transition (TQPT) (e.g., closing and then reopening of a
gap) have ever been reported in spite of widespread report-
ing of observed ZBCPs is problematic. All these problems
have led to alternative nontopological explanations for the
experimental ZBCPs [40–51], and there have been theoretical
suggestions on how to identify MZMs experimentally as
well as to distinguish between topological and trivial (i.e.,
nontopological) ZBCPs [44–48]. Unfortunately, a consensus
seems to have developed that most, if not all, of the observed
ZBCPs are trivial, arising from fermionic (i.e., non-Majorana)
subgap states, widely referred to as Andreev bound states
(ABS), as opposed to Majorana bound states (MBS). A
closely related possibility for trivial ZBCPs is the disorder-
induced ABS or antilocalization enhancement of the density
of states in class D system where the topological superconduc-
tivity is completely suppressed by disorder [42,52–55]. These
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only to enable a seamless reading of the main text without
being burdened by too many results.

II. THEORY

The general form of the Hamiltonian to describe a SC-SM
hybrid nanowire is [5]

Htot = HSM + HZ + HV + HSC + HSC-SM, (1)

where HSM is the Hamiltonian for SM component, HZ de-
scribes the contribution from the applied magnetic field (en-
tering as the Zeeman splitting energy), HV contains various ef-
fects of disorder and gate potentials, HSC quantifies the parent
SC, and HSC-SM is the SC-SM coupling. This model has been
studied extensively since its introduction in Refs. [12,19], but
usually with some of the terms (e.g., HV) left out to emphasize
one or other physical mechanisms. In the current work, we
keep all the terms to study and contrast the different situations
within one comprehensive framework.

A. Minimal effective model

We start with the minimal effective Hamiltonian of a
pristine nanowire without any quantum dot, inhomogeneous
potential, or disorder, which implies HV = 0. (This, by defini-
tion, corresponds to the “good” case where isolated topologi-
cal MZMs arise at two wire ends for sufficiently large Zeeman
splitting and sufficiently long wires, i.e., above the TQPT.)
The pristine nanowire is then described by the “standard” min-
imal BdG Hamiltonian [10–12] Ĥ = 1

2

∫
dx !̂†(x)Htot!̂(x),

with

Htot =
(

− h̄2

2m∗ ∂2
x − iα∂xσy − µ

)
τz + VZσx + &τx. (2)

Here, !̂(x) = (ψ̂↑(x), ψ̂↓(x), ψ̂†
↓ (x),−ψ̂

†
↑ (x))

T
represents a

position-dependent spinor; %σ and %τ denote Pauli matrices
in the spin and particle-hole space, respectively. The mag-
netic field is applied along the longitudinal direction of the
nanowire providing a Zeeman term HZ = VZσx, where VZ =
1
2 gµBB and µB is Bohr magneton. Rashba spin-orbit coupling
with strength α is assumed to be perpendicular to the wire
length [70]. We emphasize the pristine nanowire aspect by
imposing a spatially constant chemical potential µ with an
effective g factor and a SC proximitized gap & in the weak
SC-SM coupling limit [71,72]. Thus HSC-SM here is given sim-
ply by the last term &τx in Eq. (2). Unless otherwise specified,
the values of effective parameters in Eq. (2) are [8,29,39,73–
76] m∗ = 0.015 me (for the effective mass), where me is the
electron rest mass, & = 0.2 meV (for the proximity-induced
SC gap), µ = 1 meV (for the chemical potential), α =
0.5 eVÅ (for the spin-orbit coupling), and the length of the
nanowire L = 1 µm [28,30,33,34] (for the short wire) or 3 µm
(for the long wire). (This choice of parameters corresponds
approximately to the InSb-Al hybrid SC-SM systems.) We
calculate all the energy spectra numerically by discretizing the
continuum Hamiltonian into a finite difference tight-binding
model [77] and then exactly diagonalizing the corresponding
Hamiltonian matrix. The tight-binding model is diagonalized
for different values of VZ to obtain the corresponding eigen-
values and eigenvectors utilizing Arnoldi iteration technique

[78] for sparse matrices (except for the Hamiltonian in the
presence of the self-energy discussed next). The schematic of
a pristine nanowire (“good”) model is shown in Fig. 1(a).

B. Self-energy

Under real experimental conditions, the weak SC-SM cou-
pling limit, i.e., HSC-SM = &τx as in Eq. (2), may not be
sufficient to describe the system, especially for those involv-
ing epitaxial aluminum (Al) as the parent SC [25,79,80].
Therefore we consider the proximity effect in an intermediate
regime within a Green’s function approach [19,71,72]. Note
that the SC proximity effect is due to the electrons in the
SM nanowire penetrating into the covering parent SC segment
and vice versa. To approximate this effect, one can construct
a microscopic tight-binding model between the SC and the
SM, integrate out the SC degrees of freedom, and replace the
parent SC by a self-energy [5,46,71,72,81,82]

((ω) = −γ
ω + &0τx√
&2

0 − ω2
, (3)

where γ is the effective SC-SM coupling (tunneling) strength,
ω is the energy, and &0 is the bulk parent SC gap. Un-
less otherwise specified, these values of parameters are used
throughout: γ = 0.2 meV and &0 = 0.2 meV Explicitly, the
Hamiltonian then becomes energy-dependent including the
self-energy

HSE(ω) =
(

− h̄2

2m∗ ∂2
x − iα∂xσy − µ

)
τz + VZσx + ((ω).

(4)

Since the Hamiltonian is ω-dependent in the presence of the
self-energy, it can be solved self-consistently in an iterative
manner for each energy state [83]. Note that the self-energy
term ((ω) in Eq. (4) represents the coupling term HSC-SM of
Eq. (1).

One of the practical problems encountered in experiments
is that the bulk SC gap of the parent superconductor is
suppressed by the applied magnetic field, and often in fact
vanishes for sufficiently large Zeeman field [43]. To better
simulate the real experimental situation, [28–35] we therefore
further consider a VZ-dependent bulk SC gap, where it col-
lapses at some experimentally determined nonuniversal VC,
namely, the constant &0 in Eq. (3) is then replaced by [46]

&0(VZ) = &0(VZ = 0)

√

1 −
(

VZ

VC

)2

θ (VC − VZ), (5)

where θ (. . . ) is the Heaviside-step function indicating that
the SC gap will never reopen once it has collapsed since
the parent bulk SC gap has vanished causing a complete
disappearance of the proximity effect in the SM. As such
regimes of gap collapsing VZ are not of our interest, we do not
extend Zeeman field VZ in the numerical calculated tunneling
conductance spectra beyond the SC collapse field VC (i.e., the
theory throughout the paper is only discussed within VZ < VC,
and should not be applied to the regime of VZ > VC). Thus the
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FIG. 1. The schematic of the NS junction composed of a lead
and (a) pristine nanowire with a constant SC gap ! in the clean limit
V (x) = 0; (b) nanowire with a quantum dot V (x) and a partially
covered parent SC; (c) nanowire with an inhomogeneous potential
V (x) and a constant SC gap !; (d) nanowire with disorder V (x) in the
chemical potential; (e) nanowire with disorder g̃(x) in the effective g
factor; and (f) nanowire with disorder in the SC gap !(x).

shown in Appendix A. Our goal is to simulate stable ZBCPs as
observed experimentally, taking into account various possible
experimental situations, including the pristine nanowire, the
nanowire in the presence of the quantum dot, in the presence
of the inhomogeneous potential, in the presence of disorder
in the chemical potential, in the presence of disorder in the
effective g factor, and in the presence of disorder in the SC
gap, within a unified formalism keeping all system parameters
the same except for the specific mechanism leading to that
ZBCP. Based on the nature of the ZBCP sticking to zero
energy (as well as the underlying physical mechanism), we
classify the conductance results into three types: the good (in
Sec. III A), the bad (in Sec. III B), and the ugly (in Sec. III C).
We emphasize that all ZBCPs other than the good ones are
topologically trivial since the ZBCPs begin to stick to zero
energy in these trivial cases before the nominal TQPT. This

FIG. 2. (a) and (b) show an example of the good ZBCP in a
pristine nanowire with the self-energy in a 1 µm wire. The color
plots show the differential tunneling conductance G as a function of
VZ (x axis) and Vbias (y axis) from the left lead (left column) and
the right lead (right column). The SC gap collapse VC = 3 meV.
The TQPT is labeled in the white dashed line at VZ = 1.02 meV.
The complete correlation conductance measurements are shown in
Fig. 11; (c) and (d) show an example of the good ZBCP in the
presence of a small amount of disorder in the chemical potential in
a 1 µm wire. The parameters are: standard deviation of disorder in
the chemical potential σµ = 0.4 meV, SC gap collapse VC = 3 meV.
The TQPT is labeled in the white dashed line at VZ = 1.02 meV.
The complete correlation conductance measurements are shown in
Fig. 12; (e) and (f) show an example of the good ZBCP in the
presence of disorder in the SC gap in a 1 µm wire. The parameters
are: standard deviation of disorder in the gap σ! = 0.06 meV, mean
parent SC gap !0 = 0.2 meV, and SC gap co llapse VC = 3 meV.
The TQPT is labeled in the white dashed line at VZ = 1.02 meV.
The complete correlation conductance measurements are shown in
Fig. 13.

triviality is reinforced from the wave functions in the Majo-
rana basis in Appendix B, where the two Majorana modes are
not well-separated for the bad and the ugly cases in spite of
the occurrence of ZBCPs.

In addition, we notice that by including the self-energy
with a gradual-collapsing SC gap (as happens experimen-
tally), the amplitude of the ZBCP oscillation is significantly
suppressed as VZ increases. For each type of ZBCP, the
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FIG. 11. The good ZBCP in two 1 µm pristine wires [shown in (a)–(d)] and two 3 µm pristine wires [shown in (c)–(h)]. The color plots
show the differential tunneling conductance G as a function of VZ (x axis) and Vbias (y axis) measured from the left lead (in the first row) and
the right lead (in the second row). Nanowires with the self-energy are shown in (b), (f), (d), and (h) and without the self-energy are shown in
(a), (c), (e), and (g). The SC gap collapse VC = 3 meV for the self-energy case. The TQPT is labeled in the white dashed line at VZ = 1.02
meV. The corresponding wave functions and energy spectra are shown in Fig. 19.

013377-16

HAINING PAN AND S. DAS SARMA PHYSICAL REVIEW RESEARCH 2, 013377 (2020)

FIG. 11. The good ZBCP in two 1 µm pristine wires [shown in (a)–(d)] and two 3 µm pristine wires [shown in (c)–(h)]. The color plots
show the differential tunneling conductance G as a function of VZ (x axis) and Vbias (y axis) measured from the left lead (in the first row) and
the right lead (in the second row). Nanowires with the self-energy are shown in (b), (f), (d), and (h) and without the self-energy are shown in
(a), (c), (e), and (g). The SC gap collapse VC = 3 meV for the self-energy case. The TQPT is labeled in the white dashed line at VZ = 1.02
meV. The corresponding wave functions and energy spectra are shown in Fig. 19.
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meV. The corresponding wave functions and energy spectra are shown in Fig. 19.
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Motivated by the need to understand and simulate the ubiquitous experimentally observed zero-bias conduc-
tance peaks in superconductor-semiconductor hybrid structures, we theoretically investigate the tunneling con-
ductance spectra in one-dimensional nanowires in proximity to superconductors in a systematic manner taking
into account several different physical mechanisms producing zero-bias conductance peaks. The mechanisms we
consider are the presence of quantum dots, inhomogeneous potential, random disorder in the chemical potential,
random fluctuations in the superconducting gap, and in the effective g factor with the self-energy renormalization
induced by the parent superconductor in both short (L ∼ 1 µm) and long nanowires (L ∼ 3 µm). We classify
all foregoing theoretical results for zero-bias conductance peaks into three types: the good, the bad, and the
ugly, according to the physical mechanisms producing the zero-bias peaks and their topological properties. We
find that, although the topological Majorana zero modes are immune to weak disorder, strong disorder (“ugly”)
completely suppresses topological superconductivity and generically leads to trivial zero-bias peaks. Compared
qualitatively with the extensive existing experimental results in the superconductor-semiconductor nanowire
structures, we conclude that most current experiments are likely exploring trivial zero-bias peaks in the “ugly”
situation dominated by strong disorder. We also study the nonlocal end-to-end correlation measurement in both
the short and long wires, and point out the limitation of the nonlocal correlation in ascertaining topological
properties particularly when applied to short wires. Although we present results for “good” and “bad” zero-bias
peaks, arising respectively from topological Majorana bound states and trivial Andreev bound states, strictly
for the sake of direct comparison with the “ugly” zero-bias conductance peaks arising from strong disorder, the
main goal of the current work is to establish with a very high confidence level the real physical possibility that
essentially all experimentally observed zero-bias peaks in Majorana nanowires are most likely ugly, i.e., purely
induced by strong disorder, and are as such utterly nontopological. Our work clearly suggests that an essential
prerequisite for any future observation of topological Majorana zero modes in nanowires is a substantial materials
improvement of the semiconductor-superconductor hybrid systems leading to much cleaner wires.

DOI: 10.1103/PhysRevResearch.2.013377

I. INTRODUCTION

The experimental search for Majorana zero modes (MZM)
[1–23] in the superconductor-semiconductor (SC-SM) hybrid
devices has succeeded in observing many of the theoretically
predicted apparent topological features, especially the quan-
tized zero-bias conductance peak (ZBCP) in the normal-to-
superconductor (NS) tunneling spectroscopy [24–35]. How-
ever, there are still some crucial topological features yet to be
unambiguously confirmed in experiments; for example, the
growing Majorana oscillations with the increasing magnetic
field [36], closing and reopening of bulk superconducting
gaps [11,12,19,25,37], and robust stability of ZBCP over
extended regimes of magnetic fields and gate voltages [38,39].
In particular, extensive fine-tuning of various gate voltages ap-
plied across the sample appears necessary in the experimental

Published by the American Physical Society under the terms of the
Creative Commons Attribution 4.0 International license. Further
distribution of this work must maintain attribution to the author(s)
and the published article’s title, journal citation, and DOI.

manifestation of the rather fragile quantized tunneling ZBCPs
putatively identified as arising from topological Majorana
zero modes, seemingly in conflict with the predicted robust
and generic nature of the topological phase. Experiments
manifest no signs of any nonlocal correlations, which are
difficult to reconcile with the existence of MZMs. In addition,
the fact that no bulk signatures of a topological quantum
phase transition (TQPT) (e.g., closing and then reopening of a
gap) have ever been reported in spite of widespread report-
ing of observed ZBCPs is problematic. All these problems
have led to alternative nontopological explanations for the
experimental ZBCPs [40–51], and there have been theoretical
suggestions on how to identify MZMs experimentally as
well as to distinguish between topological and trivial (i.e.,
nontopological) ZBCPs [44–48]. Unfortunately, a consensus
seems to have developed that most, if not all, of the observed
ZBCPs are trivial, arising from fermionic (i.e., non-Majorana)
subgap states, widely referred to as Andreev bound states
(ABS), as opposed to Majorana bound states (MBS). A
closely related possibility for trivial ZBCPs is the disorder-
induced ABS or antilocalization enhancement of the density
of states in class D system where the topological superconduc-
tivity is completely suppressed by disorder [42,52–55]. These
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FIG. 7. (a) Tunneling conductance as a function of the magnetic
field at a small transmission rate to the lead. The darker color
indicates the smaller conductance. This experimental result is from
Ref. [28]; (b) fine-tuning parameters to fit (a); The ZBCP is the ugly
one with σµ = 1 meV; (c) tunneling conductance as a function of
the magnetic field. The redder color indicates the larger conductance.
This experimental result is from Ref. [29]; (d) fine-tuning parameters
to fit (d). The ZBCP is the ugly one with σµ = 1 meV.

also consistent with the experiment not observing any gap
reopening or ZBCP oscillations which should be concomitant
with the TQPT if the ZBCP is indeed arising from topo-
logical MZMs. We find that most experimentally observed
features are qualitatively reproduced by the disorder-induced
ugly ZBCP, including the vanishing amplitude of the ZBCP
oscillation with increasing magnetic field and the instability
of ZBCP over regimes of high magnetic fields. Namely, the
ZBCP will vanish approximately beyond B = 3 T in Fig. 7(a)
and B = 1 T in Fig. 7(c).

To be specific, we choose the experimental result in
Fig. 7(c) from the most compelling experimental paper [29]
in the subject entitled Quantized Majorana conductance and
present measured conductance from Ref. [29] at zero-bias
voltage as a function of the magnetic field in Fig. 9(a): The
conductance grows from zero up to a quantized value of
2e2/h, persists for a very short plateau before it drops. In
Fig. 9(b), we also show the measured conductance cut as a
function of the bias voltage at a fixed magnetic field: It is a
quantized peak at B = 0.88 T, where the maximal peak in
Fig. 9(a) is. However, this quantized value does not indicate
the topological state—we can easily reproduce the same sce-
nario with the manifestation of all these features by the ugly
ZBCPs shown in Fig. 10. In Figs. 10(e) and 10(f), we choose
an instance of ugly ZBCP from Fig. 4(a): The conductance
at zero-bias voltage also grows from zero to quantized 2e2/h
and then drops. We also see a quantized peak in Fig. 10(f),
which plots the conductance as a function of bias voltage at
the maximal peak in Fig. 10(e). Using another disorder profile
in Fig. 4(d) does not change the scenario qualitatively, which

FIG. 8. Conductance spectra measured from the left lead (the first row) and the right lead (the second row) in the long wire L = 3 µm.
(a) and (f) are the good ZBCP in the pristine nanowire with the SC gap collapse VC = 3 meV. (b) and (g) are the bad ZBCP in the presence
of the quantum dot with the peak value of VD = 0.6 meV and the size of l = 0.4 µm. The SC gap collapse is VC = 1 meV. (c) and (h) are the
bad ZBCP in the presence of the inhomogeneous potential with the peak value of Vmax = 1.2 meV and the linewidth of σ = 0.4 µm. The SC
gap collapse is VC = 1 meV. (d) and (i) are the ugly ZBCP in the presence of disorder in the chemical potential, where σµ = 1 meV. The SC
gap collapse is VC = 1.2 meV. (e) and (j) are the ugly ZBCP in the presence of disorder in the effective g factor, where σg = 0.6. The SC gap
collapse is VC = 1.2 meV.
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%e have calculated the quasiparticle current through a superconducting island in the Coulomb
blockade regime. The current depends strongly on the parity of the total number of free electrons in the
island. This dependence reflects the diN'erence between ground-state properties of the superconductor
with even and with odd number of electrons.
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Quantization of the electric charge Q of an isolated
conductor in units of electron charge e, g =en, where n is
the number of excess electrons in the conductor, has been
well known since the classic experiments of Millikan [1).
Recently it was realized that charge quantization leads to
a variety of new physical phenomena in systems of tunnel
junctions formed between conductors of small electric ca-
pacitance C [2,3]. These phenomena are based on the ex-
istence of the energy gaps of the order of the characteris-
tic charging energy e /2C between states with different n,
which fix the number of electrons in the conductors. The
gaps can be varied continuously, for example, by external
voltage, so that one can control tunneling of single elec-
trons to or from the conductors.
In conductors that are adequately described by the ap-

proximation of noninteracting electrons, the charge
quantization coexists in a simple way with the quantiza-
tion of electron energies [4]. Electron tunneling via a
conductor with a fixed number of electrons enables one to
observe its single-particle energy spectrum. A remark-
able example of such a spectroscopy is given by the obser-
vation of the energy spectrum of a semiconductor quan-
tum dot in the integer quantum Hall effect regime [5].
Even more interesting questions arise when charge

quantization coexists with electron-electron interactions
inside the conductor, for example, when it is a supercon-
ductor From . simple considerations (well known in the
context of pairing in nuclei —see, e.g. , Ref. [6)) based on
the BCS theory, it follows that the ground-state energy
Eo of a superconducting island with fixed number N of
free electrons depends on the parity of this number even
when it is macroscopically large [7,8]. Since the number
of paired electrons can only be even, for odd N one elec-
tron is necessarily in the unpaired state, so that the Eo for
odd N is larger than the Eo for even N by the supercon-
ducting gap h.
This means that electron transport properties of a small

superconducting island should depend on the parity of the
total number of free electrons in it. Here we consider
such an island between bulk normal electrodes that form
two tunnel junctions in series [Fig. 1(a)). Specifically, we
calculate the current through this structure in the
Coulomb blockade regime, i.e., at small bias voltages V

[2,3]. In this regime the small electric capacitance C~ of
the middle electrode provides a Coulomb energy barrier
=Ec e /2Cq for electron transfer in either of the tun-
nel junctions, so that the tunneling current is suppressed.
However, the zero-current state is metastable due to
quantum fluctuations of the charge that allow simultane-
ous transfer of electrons in both junctions without a
charging of the middle electrode The. re are two channels
of such a quantum decay of the Coulomb blockade: in-
elastic [9-11), which leads to the creation of electron-
hole excitations in the middle electrode, and elastic
[12,13). The rates y;„and y, l of these co-tunneling pro-
cesses determine the current through the double-junction
system below the Coulomb blockade threshold, and were
calculated for systems with normal electrodes [9,13].
The inelastic process dominates in systems with not too
small electrodes, and it has been observed in both metal-
lic [10] and semiconductor junctions [11].
The superconductivity strongly modifies the co-tun-

neling processes, in that the energy gap 5 creates an addi-
tional tunnel barrier which depends on the parity of the
total number N of free electrons in the superconductor.
%'hen N is even, inelastic tunneling cannot take place at
voltages below 2h/e because of the energy gap for
creation of excitations, and only elastic tunneling is al-
lowed. For odd N a quasiparticle exists unavoidably in

N Y/y S Y/gN

QN

FIG. l. The two systems under consideration: (a) ideal su-
perconducting electrode between normal bulk electrodes form-
ing two tunnel junctions in series; (b) superconducting "single-
electron box" with small normal inclusion. Dashed regions
denote tunnel barriers.
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Q =en p—Cq, n =n~ n2, —Cq=C~+C2.
Here n~ is the number of electrons that have tunneled
through the jth junction, C~ 2 are junction capacitances,
and p is the potential difference between the middle and
external electrodes at vanishing bias voltage V. In the
Coulomb blockade regime N depends only on p and its
parity can be found by minimization of the ground-state
energy E(N) of the superconductor (including the charg-
ing energy) with respect to N:

[e(N—N.)—q C,]'EN = +EpN
2Cg

6 forodd N,
p 0 for even N,

where Np is the number of electrons in the superconduc-
tor at a=0. The energy (2) as a function of p is shown
in Fig. 2. Different parabolas in this figure correspond to
different n, and the lowest-lying curve at a given p corre-
sponds to the equilibrium number of electrons in the su-
perconductor. One can see that when 6 & E, and p in-
creases, N increases by 1 and changes from odd to even at

and from even to odd at p=tr~+, where

p~
—CD/e =2p+Np(mod2) + 2 (I +5/E, ), (3)

O' P O' P+1 P I, +~ P P+~

FIG. 2. Ground-state energy (2) of the superconducting is-
land as a function of externally induced potential diAerence p
between the island and bulk external electrodes. The upper and
lo~er sets of parabolas correspond, respectively, to odd and even
numbers of electrons in the island. The lowest parabola at a
given p determines the ground-state energy. The intersections
of parabolas give the p values at which the number of electrons
in the island is changed.

the superconductor and opens the inelastic channel as
well. However, even for odd N the inelastic tunneling is
suppressed in comparison to the normal metal, so that y;„
and y, ~ are of the same order of magnitude.
The total number N of free electrons in the supercon-

ducting electrode depends on the electrostatic energy of
the structure [2,3]:

(C(n2+C2n)),g eV
2Cg Cp

N can only be even if h, & E„and it is changed by 2 when
p passes through p~ = [2p+ 1+/Vp(mod2) le/Cq.
From now on, the calculations proceed along the same

lines as in Ref. [13]. Besides the electrostatic energy (1),
the Hamiltonian of the double-junction system includes
the Hamiltonians of the normal external electrodes, H] 2,
the superconducting middle electrode, Ho, and the terms
Hq], H~2 describing tunneling between these electrodes:

Hr/ =H~++H/, H/ =(H)+)t,

H/+ = g T~p(ukbk+t. kbk)c~.
k,m

(4)

We calculate the current associated with inelastic tun-
neling at small voltages, V) 26/e, when only existing
quasiparticles can participate in the tunneling. As we
discussed above, in the p region where the superconductor
has an even number of electrons [see Eq. (3)], there are
no quasiparticles in it at small temperatures, T &&6,, and
inelastic tunneling is suppressed. By contrast, in the p re-
gion with an odd number of electrons, one quasiparticle
should exist even at T «4 and the rate of inelastic tun-
neling y;„ is nonvanishing. We assume that y;„ is much
smaller than the energy relaxation rate in the supercon-
ductor, so that the quasiparticles (excited by the inelastic
tunneling) relax into the energy state cq at the bottom of
the energy spectrum, i.e., cq =4, and uq =tq = —,'. The
rate y;„ is given by the sum of the partial rates of electron
transfer between the energy states c~ ck q c„[9,13].
The matrix elements of these transitions are (for clarity
we omit spin indices)

M = Tqm Tkn "'qt'k(]) (z), (]) (2)
+ Tk~ Tqpg Qq0k

Ei 4—c Ei+(@ h+, )'/ —c
(i) (2), (~) (2)

+- Tqrn Tkn t'q&'k + . (5Tk~ Tqn uq uk

+ (c2+g2) I/2+ c E2 Q+

Here E/ is the change of electrostatic energy (1) due to
electron transfer in the jth junction, and the tunneling
amplitudes T k were chosen to be real. The first term
describes the process in which an electron jumps into the
state cq, so that the unpaired electron in this state be-
comes paired, and then another electron jumps out of the
middle electrode creating a quasiparticle in some other
state ck. Other terms in Eq. (5) can be interpreted simi-
larly.
Next, we make two assumptions. First, we assume that

one can average over the state cq (e.g. , due to finite tem-
perature, T»8), so that the tunneling rates between this
state and external electrodes can be directly related to the
normal junction conductances G] 2. Second, we take into

Here c,c and bk, bk are the creation and annihilation
operators of, respectively, electrons in external electrodes
and quasiparticles in the middle electrode, and uk, t k are
the usual BCS factors [14]:

uk = —,
' [I+ck/(a'+cj) ' '], vk'= I —uk .
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Exponential protection of zero modes in  
Majorana islands
S. M. Albrecht1*, A. P. Higginbotham1,2*, M. Madsen1, F. Kuemmeth1, T. S. Jespersen1, J. Nygård1, P. Krogstrup1 & C. M. Marcus1

Majorana zero modes are quasiparticle excitations in condensed 
matter systems that have been proposed as building blocks of 
fault-tolerant quantum computers1. They are expected to exhibit 
non-Abelian particle statistics, in contrast to the usual statistics of 
fermions and bosons, enabling quantum operations to be performed 
by braiding isolated modes around one another1,2. Quantum 
braiding operations are topologically protected insofar as these 
modes are pinned near zero energy, with the departure from zero 
expected to be exponentially small as the modes become spatially 
separated3,4. Following theoretical proposals5,6, several experiments 
have identified signatures of Majorana modes in nanowires with 
proximity-induced superconductivity7–11 and atomic chains12, 
with small amounts of mode splitting potentially explained by 
hybridization of Majorana modes13–15. Here, we use Coulomb-
blockade spectroscopy in an InAs nanowire segment with epitaxial 
aluminium, which forms a proximity-induced superconducting 
Coulomb island (a ‘Majorana island’) that is isolated from normal-
metal leads by tunnel barriers, to measure the splitting of near-zero-
energy Majorana modes. We observe exponential suppression of 
energy splitting with increasing wire length. For short devices of 
a few hundred nanometres, sub-gap state energies oscillate as the 
magnetic field is varied, as is expected for hybridized Majorana 
modes. Splitting decreases by a factor of about ten for each half a 
micrometre of increased wire length. For devices longer than about 
one micrometre, transport in strong magnetic fields occurs through 
a zero-energy state that is energetically isolated from a continuum, 
yielding uniformly spaced Coulomb-blockade conductance peaks, 
consistent with teleportation via Majorana modes16,17. Our results 
help to explain the trivial-to-topological transition in finite systems 
and to quantify the scaling of topological protection with end-mode 
separation.

The set of structures we investigate consists of InAs nanowires 
grown by molecular beam epitaxy in the [0001] wurtzite direction 
with an epitaxial aluminium (Al) shell on two facets of the hexagonal 
cross-section18. The Al shell was removed except in a small segment 
of length L and isolated from normal metal (titanium/gold) leads by 
electrostatic gate-controlled barriers (Fig. 1a). The charging energies 
EC of the measured devices range from greater than to less than the 
superconducting gap of Al (approximately 0.2 meV). The thinness of 
the Al shell (8–10 nm on the two facets) results in a large critical field 
Bc before superconductivity is destroyed: for fields along the wire axis, 
Bc,‖ ≈ 1 T; out of the plane of the substrate, but roughly in the plane 
of the two Al-covered facets, Bc,⊥ ≈ 700 mT (Fig. 1b). The very high 
critical fields that are achieved make these wires a suitable platform for 
investigating topological superconductivity18.

Five devices over a range of Al shell lengths L ≈ 0.3–1.5 µm were 
measured (see Methods for device layouts). Charge occupation and tun-
nel coupling to the leads were tuned via electrostatic gates. Differential 
conductance g in the Coulomb-blockade regime (high-resistance 

barriers) was measured using standard a.c. lock-in techniques in a 
dilution refrigerator (electron temperature of about 50 mK).

Figure 1c shows g as a function of gate voltage VG and source–drain 
bias VSD. For the L = 790 nm device, the zero-field data (Fig. 1c, top) 
show a series of evenly spaced Coulomb diamonds with a characteristic 
negative-differential conductance (NDC) region at higher bias. NDC 
is known from metallic superconductor islands19,20 and has recently 
been reported in a proximitized semiconductor device similar to those 
investigated here21. The zero-magnetic-field diamonds reflect charge 
transport via Cooper pairs, with gate-voltage period proportional to 
2e, the charge of a Cooper pair. At moderate magnetic fields (Fig. 1c, 
middle), the large diamonds shrink and a second set of diamonds 
appears, yielding even–odd spacing of Coulomb-blockade zero-bias 
conductance peaks22, as seen in the bottom panel of Fig. 1d. At larger 
magnetic fields (Fig. 1c, bottom), Coulomb diamonds are again peri-
odic, but have precisely half the spacing of the zero-field diamonds, cor-
responding to 1e periodicity. At this field NDC is absent, and resonant 
structure is visible within each diamond, indicating transport through 
discrete resonances at low bias and a continuum at high bias (see mag-
nification in Fig. 1c). Coulomb-blockade conductance peaks at high 
magnetic field (see Fig. 1d for zero-bias cross-sections) with regular 
1e periodicity (half the zero-field spacing) accompanied by a discrete 
sub-gap spectrum are a proposed signature of electron teleportation 
by Majorana end states16,17. We designate the ungrounded tunnelling 
device in this high-field regime as a ‘Majorana island’, where a sub-gap 
state near zero energy, energetically isolated from a continuum, leads 
to 1e-periodic Coulomb-blockade conductance peaks.

Zero-bias conductance can be qualitatively understood in a simple 
zero-temperature model in which the energy of the superconducting 
island—with or without sub-gap states (Fig. 1d)—is given by a series of 
shifted parabolas: EN(NG) = EC(NG−N)2 + pNE0, in which NG = CVG/e 
is the gate-induced charge (with electron charge e and gate capacitance 
C)19,20,22–25 and N is the electron occupancy. E0 is the energy of the 
lowest quasiparticle state, which is filled for odd parity (pN = 1, odd N) 
and empty for even parity (pN = 0, even N)21. Transport occurs when 
the ground state has a charge degeneracy, that is, when the EN parabolas 
intersect. For E0 > EC, the ground state always has even parity; transport 
in this regime occurs via tunnelling of Cooper pairs at degeneracies 
of the even-N parabolas. This is the regime in which the 2e-periodic 
Coulomb-blockade peaks are seen at low magnetic fields (Fig. 1d, blue). 
The odd charge state carries spin and its energy can be lowered by the 
Zeeman effect when a magnetic field is applied. For sufficiently large 
field, such that E0 < EC, an odd-N ground state emerges. This transition 
from 2e charging to 1e charging is seen experimentally as the splitting 
of the 2e-periodic Coulomb diamonds into the even–odd double- 
diamond pattern in Fig. 1d (green). In this regime, the Coulomb-peak 
spacing is proportional to EC + 2E0 for even diamonds and EC−2E0 for 
odd diamonds23,24. For the particular case of a zero-energy Majorana 
state (E0 = 0) peak spacing is regular and 1e-periodic. This regime 
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with small amounts of mode splitting potentially explained by 
hybridization of Majorana modes13–15. Here, we use Coulomb-
blockade spectroscopy in an InAs nanowire segment with epitaxial 
aluminium, which forms a proximity-induced superconducting 
Coulomb island (a ‘Majorana island’) that is isolated from normal-
metal leads by tunnel barriers, to measure the splitting of near-zero-
energy Majorana modes. We observe exponential suppression of 
energy splitting with increasing wire length. For short devices of 
a few hundred nanometres, sub-gap state energies oscillate as the 
magnetic field is varied, as is expected for hybridized Majorana 
modes. Splitting decreases by a factor of about ten for each half a 
micrometre of increased wire length. For devices longer than about 
one micrometre, transport in strong magnetic fields occurs through 
a zero-energy state that is energetically isolated from a continuum, 
yielding uniformly spaced Coulomb-blockade conductance peaks, 
consistent with teleportation via Majorana modes16,17. Our results 
help to explain the trivial-to-topological transition in finite systems 
and to quantify the scaling of topological protection with end-mode 
separation.

The set of structures we investigate consists of InAs nanowires 
grown by molecular beam epitaxy in the [0001] wurtzite direction 
with an epitaxial aluminium (Al) shell on two facets of the hexagonal 
cross-section18. The Al shell was removed except in a small segment 
of length L and isolated from normal metal (titanium/gold) leads by 
electrostatic gate-controlled barriers (Fig. 1a). The charging energies 
EC of the measured devices range from greater than to less than the 
superconducting gap of Al (approximately 0.2 meV). The thinness of 
the Al shell (8–10 nm on the two facets) results in a large critical field 
Bc before superconductivity is destroyed: for fields along the wire axis, 
Bc,‖ ≈ 1 T; out of the plane of the substrate, but roughly in the plane 
of the two Al-covered facets, Bc,⊥ ≈ 700 mT (Fig. 1b). The very high 
critical fields that are achieved make these wires a suitable platform for 
investigating topological superconductivity18.

Five devices over a range of Al shell lengths L ≈ 0.3–1.5 µm were 
measured (see Methods for device layouts). Charge occupation and tun-
nel coupling to the leads were tuned via electrostatic gates. Differential 
conductance g in the Coulomb-blockade regime (high-resistance 

barriers) was measured using standard a.c. lock-in techniques in a 
dilution refrigerator (electron temperature of about 50 mK).

Figure 1c shows g as a function of gate voltage VG and source–drain 
bias VSD. For the L = 790 nm device, the zero-field data (Fig. 1c, top) 
show a series of evenly spaced Coulomb diamonds with a characteristic 
negative-differential conductance (NDC) region at higher bias. NDC 
is known from metallic superconductor islands19,20 and has recently 
been reported in a proximitized semiconductor device similar to those 
investigated here21. The zero-magnetic-field diamonds reflect charge 
transport via Cooper pairs, with gate-voltage period proportional to 
2e, the charge of a Cooper pair. At moderate magnetic fields (Fig. 1c, 
middle), the large diamonds shrink and a second set of diamonds 
appears, yielding even–odd spacing of Coulomb-blockade zero-bias 
conductance peaks22, as seen in the bottom panel of Fig. 1d. At larger 
magnetic fields (Fig. 1c, bottom), Coulomb diamonds are again peri-
odic, but have precisely half the spacing of the zero-field diamonds, cor-
responding to 1e periodicity. At this field NDC is absent, and resonant 
structure is visible within each diamond, indicating transport through 
discrete resonances at low bias and a continuum at high bias (see mag-
nification in Fig. 1c). Coulomb-blockade conductance peaks at high 
magnetic field (see Fig. 1d for zero-bias cross-sections) with regular 
1e periodicity (half the zero-field spacing) accompanied by a discrete 
sub-gap spectrum are a proposed signature of electron teleportation 
by Majorana end states16,17. We designate the ungrounded tunnelling 
device in this high-field regime as a ‘Majorana island’, where a sub-gap 
state near zero energy, energetically isolated from a continuum, leads 
to 1e-periodic Coulomb-blockade conductance peaks.

Zero-bias conductance can be qualitatively understood in a simple 
zero-temperature model in which the energy of the superconducting 
island—with or without sub-gap states (Fig. 1d)—is given by a series of 
shifted parabolas: EN(NG) = EC(NG−N)2 + pNE0, in which NG = CVG/e 
is the gate-induced charge (with electron charge e and gate capacitance 
C)19,20,22–25 and N is the electron occupancy. E0 is the energy of the 
lowest quasiparticle state, which is filled for odd parity (pN = 1, odd N) 
and empty for even parity (pN = 0, even N)21. Transport occurs when 
the ground state has a charge degeneracy, that is, when the EN parabolas 
intersect. For E0 > EC, the ground state always has even parity; transport 
in this regime occurs via tunnelling of Cooper pairs at degeneracies 
of the even-N parabolas. This is the regime in which the 2e-periodic 
Coulomb-blockade peaks are seen at low magnetic fields (Fig. 1d, blue). 
The odd charge state carries spin and its energy can be lowered by the 
Zeeman effect when a magnetic field is applied. For sufficiently large 
field, such that E0 < EC, an odd-N ground state emerges. This transition 
from 2e charging to 1e charging is seen experimentally as the splitting 
of the 2e-periodic Coulomb diamonds into the even–odd double- 
diamond pattern in Fig. 1d (green). In this regime, the Coulomb-peak 
spacing is proportional to EC + 2E0 for even diamonds and EC−2E0 for 
odd diamonds23,24. For the particular case of a zero-energy Majorana 
state (E0 = 0) peak spacing is regular and 1e-periodic. This regime 
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non-Abelian particle statistics, in contrast to the usual statistics of 
fermions and bosons, enabling quantum operations to be performed 
by braiding isolated modes around one another1,2. Quantum 
braiding operations are topologically protected insofar as these 
modes are pinned near zero energy, with the departure from zero 
expected to be exponentially small as the modes become spatially 
separated3,4. Following theoretical proposals5,6, several experiments 
have identified signatures of Majorana modes in nanowires with 
proximity-induced superconductivity7–11 and atomic chains12, 
with small amounts of mode splitting potentially explained by 
hybridization of Majorana modes13–15. Here, we use Coulomb-
blockade spectroscopy in an InAs nanowire segment with epitaxial 
aluminium, which forms a proximity-induced superconducting 
Coulomb island (a ‘Majorana island’) that is isolated from normal-
metal leads by tunnel barriers, to measure the splitting of near-zero-
energy Majorana modes. We observe exponential suppression of 
energy splitting with increasing wire length. For short devices of 
a few hundred nanometres, sub-gap state energies oscillate as the 
magnetic field is varied, as is expected for hybridized Majorana 
modes. Splitting decreases by a factor of about ten for each half a 
micrometre of increased wire length. For devices longer than about 
one micrometre, transport in strong magnetic fields occurs through 
a zero-energy state that is energetically isolated from a continuum, 
yielding uniformly spaced Coulomb-blockade conductance peaks, 
consistent with teleportation via Majorana modes16,17. Our results 
help to explain the trivial-to-topological transition in finite systems 
and to quantify the scaling of topological protection with end-mode 
separation.

The set of structures we investigate consists of InAs nanowires 
grown by molecular beam epitaxy in the [0001] wurtzite direction 
with an epitaxial aluminium (Al) shell on two facets of the hexagonal 
cross-section18. The Al shell was removed except in a small segment 
of length L and isolated from normal metal (titanium/gold) leads by 
electrostatic gate-controlled barriers (Fig. 1a). The charging energies 
EC of the measured devices range from greater than to less than the 
superconducting gap of Al (approximately 0.2 meV). The thinness of 
the Al shell (8–10 nm on the two facets) results in a large critical field 
Bc before superconductivity is destroyed: for fields along the wire axis, 
Bc,‖ ≈ 1 T; out of the plane of the substrate, but roughly in the plane 
of the two Al-covered facets, Bc,⊥ ≈ 700 mT (Fig. 1b). The very high 
critical fields that are achieved make these wires a suitable platform for 
investigating topological superconductivity18.

Five devices over a range of Al shell lengths L ≈ 0.3–1.5 µm were 
measured (see Methods for device layouts). Charge occupation and tun-
nel coupling to the leads were tuned via electrostatic gates. Differential 
conductance g in the Coulomb-blockade regime (high-resistance 

barriers) was measured using standard a.c. lock-in techniques in a 
dilution refrigerator (electron temperature of about 50 mK).

Figure 1c shows g as a function of gate voltage VG and source–drain 
bias VSD. For the L = 790 nm device, the zero-field data (Fig. 1c, top) 
show a series of evenly spaced Coulomb diamonds with a characteristic 
negative-differential conductance (NDC) region at higher bias. NDC 
is known from metallic superconductor islands19,20 and has recently 
been reported in a proximitized semiconductor device similar to those 
investigated here21. The zero-magnetic-field diamonds reflect charge 
transport via Cooper pairs, with gate-voltage period proportional to 
2e, the charge of a Cooper pair. At moderate magnetic fields (Fig. 1c, 
middle), the large diamonds shrink and a second set of diamonds 
appears, yielding even–odd spacing of Coulomb-blockade zero-bias 
conductance peaks22, as seen in the bottom panel of Fig. 1d. At larger 
magnetic fields (Fig. 1c, bottom), Coulomb diamonds are again peri-
odic, but have precisely half the spacing of the zero-field diamonds, cor-
responding to 1e periodicity. At this field NDC is absent, and resonant 
structure is visible within each diamond, indicating transport through 
discrete resonances at low bias and a continuum at high bias (see mag-
nification in Fig. 1c). Coulomb-blockade conductance peaks at high 
magnetic field (see Fig. 1d for zero-bias cross-sections) with regular 
1e periodicity (half the zero-field spacing) accompanied by a discrete 
sub-gap spectrum are a proposed signature of electron teleportation 
by Majorana end states16,17. We designate the ungrounded tunnelling 
device in this high-field regime as a ‘Majorana island’, where a sub-gap 
state near zero energy, energetically isolated from a continuum, leads 
to 1e-periodic Coulomb-blockade conductance peaks.

Zero-bias conductance can be qualitatively understood in a simple 
zero-temperature model in which the energy of the superconducting 
island—with or without sub-gap states (Fig. 1d)—is given by a series of 
shifted parabolas: EN(NG) = EC(NG−N)2 + pNE0, in which NG = CVG/e 
is the gate-induced charge (with electron charge e and gate capacitance 
C)19,20,22–25 and N is the electron occupancy. E0 is the energy of the 
lowest quasiparticle state, which is filled for odd parity (pN = 1, odd N) 
and empty for even parity (pN = 0, even N)21. Transport occurs when 
the ground state has a charge degeneracy, that is, when the EN parabolas 
intersect. For E0 > EC, the ground state always has even parity; transport 
in this regime occurs via tunnelling of Cooper pairs at degeneracies 
of the even-N parabolas. This is the regime in which the 2e-periodic 
Coulomb-blockade peaks are seen at low magnetic fields (Fig. 1d, blue). 
The odd charge state carries spin and its energy can be lowered by the 
Zeeman effect when a magnetic field is applied. For sufficiently large 
field, such that E0 < EC, an odd-N ground state emerges. This transition 
from 2e charging to 1e charging is seen experimentally as the splitting 
of the 2e-periodic Coulomb diamonds into the even–odd double- 
diamond pattern in Fig. 1d (green). In this regime, the Coulomb-peak 
spacing is proportional to EC + 2E0 for even diamonds and EC−2E0 for 
odd diamonds23,24. For the particular case of a zero-energy Majorana 
state (E0 = 0) peak spacing is regular and 1e-periodic. This regime 
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Conclusions


• Exponential convergence to zero-energy mode with 1/4-micron characteristic length.

• Zero modes located at ends of wire.
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Conductance of a proximitized nanowire in the Coulomb blockade regime
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We identify the leading processes of electron transport across finite-length segments of proximitized nanowires
and build a quantitative theory of their two-terminal conductance. In the presence of spin-orbit interaction, a
nanowire can be tuned across the topological transition point by an applied magnetic field. Due to a finite
segment length, electron transport is controlled by the Coulomb blockade. Upon increasing of the field, the shape
and magnitude of the Coulomb blockade peaks in the linear conductance are defined, respectively, by Andreev
reflection, single-electron tunneling, and resonant tunneling through the Majorana modes emerging after the
topological transition. Our theory provides the framework for the analysis of experiments with proximitized
nanowires [such as reported in S. M. Albrecht et al., Nature (London) 531, 206 (2016)] and identifies the
signatures of the topological transition in the two-terminal conductance.

DOI: 10.1103/PhysRevB.93.235431

I. INTRODUCTION

The possibility of realizing topological superconductiv-
ity [1,2], an exotic electronic phase hosting Majorana zero-
energy modes, sparked a great amount of theoretical and
experimental activity [3–7]. Much of this excitement can
be attributed to the prediction that defects in topological
superconductors carry Majorana zero-energy modes and obey
non-Abelian braiding statistics [3]. The latter, combined with
the presence of an extensive ground-state degeneracy, opens
the possibility for topological quantum computation [3,8].

Theory predicts that topological superconductivity can
be realized when a conductor with strong spin-orbit inter-
action [9–23], or alternatively a chain of magnetic atoms
[24–36], is coupled to a conventional superconductor. Follow-
ing theoretical proposals [13,14], some signatures of Majorana
zero-energy states have been reported in semiconductor
nanowires coupled to an s-wave superconductor [37–42].
Recent improvements of the quality of superconductor-
semiconductor interface has been achieved by fabricating
nanowires with a semiconducting core (InAs) and an epitaxial
superconducting shell (Al) [43]. Thanks to the high quality
of the proximity effect, these nanowires revealed a “hard”
superconducting gap close to that of Al [44–46], while in the
earlier experiments [37,39–42] zero-bias features (signatures
of Majorana zero-energy modes) coexisted with a smooth
subgap background. This development made it possible to
study the interplay of proximity-induced superconductivity
and charging effects in the Coulomb blockade regime [44,46]
which allows one to probe the nature of ground-state degener-
acy and investigate finite-size effects. A recent experiment of
Albrecht et al. [44] reported the detection of the ground-state
degeneracy splitting. This is a systematic measurement of the
ground-state degeneracy associated with Majorana zero modes
and is a milestone event which brings us one step closer to
topological quantum computation.

Another reason for the excitement generated by the Copen-
hagen experiment [44] is the possibility to use semicon-
ducting nanowires as gate-tunable junctions and Josephson
elements. Indeed, the nanowire-based Cooper-pair box is
a highly tunable device and has potential applications in

superconducting electronics [47,48]. The nanowire junctions
can be tuned between weak and strong tunneling regimes
with a few transverse channels which is to be contrasted
with the conventional tunnel junctions in metallic islands,
having a large number of weakly transparent channels. Thus,
recent experiments on proximitized nanowires [44–46] allow
for an exploration of a richer phase diagram than the one
accessible with the conventional superconducting islands (see,
e.g., Refs. [49,50]).

The Coulomb blockade of electron transport across a small
conductor (see Fig. 1 for a device layout) is associated with the
electrostatic energy of electron charge the conductor carries.
The charging energy of a superconducting island discriminates
between states with different number of electrons. That
modifies the effect of BCS pairing on the excitations spectra,
removing the gap for excitations if the electron number is odd.
Further modifications of the ground and excited states come
due to Majorana zero modes which inevitably appear in the
case of p-wave pairing [2]. The corresponding peculiarities in
the spectra of fermionic systems were first considered in the
context of nuclear physics [51,52]. The solid-state implemen-
tations pose a question as to how the same physics affects the
electronic conduction across a superconducting island. The
existing theories, which were addressing the s-wave pairing
in islands of conventional superconductors [53,54] and a
basic model with p-wave pairing [55], give qualitative, but
not quantitative answers. This work fills the void, providing
a quantitative theory applicable to proximitized nanowires
connected to leads by single-channel junctions.

The type of the superconducting state in a wire is controlled
by the competition between the effects of superconducting
s-wave proximity and Zeeman splitting induced by an external
magnetic field. The increase of the magnetic field results in the
suppression of the induced by proximity s-wave gap; the gap
eventually closes and reopens in the p-wave channel. The
evolution of the superconducting state prompts a sequence of
the dominant electron transport mechanisms, from Andreev
reflection, to single-electron tunneling, to resonant tunneling
via Majorana states. We present a quantitative theory of the
Coulomb blockade of the zero-bias conductance in each of
these regimes, and discuss transitions between them (see
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FIG. 1. (a) Schematic drawing of the system under study. A
semiconducting nanowire (e.g., InAs or InSb) is in proximity with a
floating s-wave superconductor (e.g., Al). Underlying gates create
tunnel barrier between the central part of the nanowire and two
metallic contacts (e.g., Au), and control the electrostatic energy of the
proximitized nanowire. A magnetic field B can be applied parallel
to the nanowire. (b) The electric circuit corresponding to (a). The
nanowire and the superconductor form an almost isolated component
of the circuit with a total capacitance C, and they are weakly
connected to the leads via junctions of conductance (2e2/h)gl,r

with gl,r ! 1. The system is in the Coulomb blockade regime when
e2/2C " eV,kBT .

Secs. V, VI, and VII). Sections III and IV provide the
formalism used to evaluate the conductance. The overview
of the transport mechanisms and of our main results is given
in Sec. II.

II. QUALITATIVE DISCUSSION AND MAIN RESULTS

A. Dominant mechanisms of electron transport

The electrostatic energy of the proximitized nanowire
segment (see Fig. 1) varies with gate voltage as Ec(N − ng)2,
where N is the number of excess electrons, Ec = e2/2C
is the charging energy, C is the effective capacitance, and
ng = CVg/e is the gate voltage in dimensionless units. At a
small-bias voltage and low temperature eV,kBT ! Ec, the
system is in the Coulomb blockade regime. The current is
suppressed by the large charging energy, except at special
values of the gate voltage Vg where there is no energy cost
associated with the transfer of charge through the system.
The necessity for this resonant condition leads to the well-
known Coulomb blockade oscillations: the occurrence, as
a function of Vg , of high-conductance peaks separated by
low-conductance valleys.

The Coulomb blockade oscillations reported in Ref. [44]
for the system in Fig. 1 exhibit the structure schematically
shown in Fig. 2. There are three distinct types of behavior
observed as the magnetic field is increased from zero. At weak
field, the oscillations are periodic in gate voltage with period
2e/C, corresponding to the charge of a Cooper pair. There
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↑ 1e
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FIG. 2. Sketch of the position of the conductance peaks of
Coulomb blockade oscillations as a function of magnetic field B,
which controls the superconducting gap !(B), and dimension-
less voltage ng = CVg/e, which controls the electrostatic energy
EN = Ec(N − ng)2. The ground-state value of N results from the
competition of ! and EN [see Eq. (1)] and peaks in conductance
marks positions where the ground-state value of N changes. Only
even values of N are allowed for B < B∗ [!(B) > Ec], while for
B > B∗ [!(B) < Ec] both even and odd values of N are allowed. Odd
ground-state parity is marked by blue areas on the (B,ng) plane. The
period of oscillations halves for B > Bc, either because the system has
entered a topological superconducting phase with Majorana bound
states or because it has become metallic.

is a single conductance peak within each period, achieved
at odd integer values of the dimensionless voltage ng . At a
certain value B∗ of the magnetic field, within each period the
conductance peak splits in two. At B > B∗, the positions of
the two peaks within each period move away from each other
with a shift approximately linear in field. At a second value
of the magnetic field Bc, the fundamental voltage period of
the oscillations becomes e/C. For B > Bc, the conductance
peaks occur at half-integer values of ng , independently of the
magnetic field.

Qualitatively, this behavior can be interpreted in terms
of the interplay between the superconducting gap !(B) and
the charging energy Ec, as in the early experiments on the
even-odd effect in superconducting islands [49,50]. Due to
the superconducting pairing, the total ground-state energy of
the proximitized nanowire with N excess electron charges
depends dramatically on the parity of N :

Egs(N ) = Ec(N − ng)2+
{
!(B) if N is odd,
0 if N is even.

(1)

For a given value of ng = CVg/e, the ground state is
determined by minimizing Egs(N ) as a function of N . Let us
assume, now and in the rest of the paper, that at zero magnetic
field !(0) > Ec. Then, at B = 0, the ground state always
corresponds to an even value of N . Ground-state degeneracy
points at which Egs(N ) = Egs(N + 2) occur when ng is an
odd integer, explaining the 2e periodicity of the Coulomb
blockade peaks. At these charge degeneracy points, the leading
conduction mechanism is the resonant transfer of electron
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a function of Vg , of high-conductance peaks separated by
low-conductance valleys.

The Coulomb blockade oscillations reported in Ref. [44]
for the system in Fig. 1 exhibit the structure schematically
shown in Fig. 2. There are three distinct types of behavior
observed as the magnetic field is increased from zero. At weak
field, the oscillations are periodic in gate voltage with period
2e/C, corresponding to the charge of a Cooper pair. There
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FIG. 2. Sketch of the position of the conductance peaks of
Coulomb blockade oscillations as a function of magnetic field B,
which controls the superconducting gap !(B), and dimension-
less voltage ng = CVg/e, which controls the electrostatic energy
EN = Ec(N − ng)2. The ground-state value of N results from the
competition of ! and EN [see Eq. (1)] and peaks in conductance
marks positions where the ground-state value of N changes. Only
even values of N are allowed for B < B∗ [!(B) > Ec], while for
B > B∗ [!(B) < Ec] both even and odd values of N are allowed. Odd
ground-state parity is marked by blue areas on the (B,ng) plane. The
period of oscillations halves for B > Bc, either because the system has
entered a topological superconducting phase with Majorana bound
states or because it has become metallic.

is a single conductance peak within each period, achieved
at odd integer values of the dimensionless voltage ng . At a
certain value B∗ of the magnetic field, within each period the
conductance peak splits in two. At B > B∗, the positions of
the two peaks within each period move away from each other
with a shift approximately linear in field. At a second value
of the magnetic field Bc, the fundamental voltage period of
the oscillations becomes e/C. For B > Bc, the conductance
peaks occur at half-integer values of ng , independently of the
magnetic field.

Qualitatively, this behavior can be interpreted in terms
of the interplay between the superconducting gap !(B) and
the charging energy Ec, as in the early experiments on the
even-odd effect in superconducting islands [49,50]. Due to
the superconducting pairing, the total ground-state energy of
the proximitized nanowire with N excess electron charges
depends dramatically on the parity of N :

Egs(N ) = Ec(N − ng)2+
{
!(B) if N is odd,
0 if N is even.

(1)

For a given value of ng = CVg/e, the ground state is
determined by minimizing Egs(N ) as a function of N . Let us
assume, now and in the rest of the paper, that at zero magnetic
field !(0) > Ec. Then, at B = 0, the ground state always
corresponds to an even value of N . Ground-state degeneracy
points at which Egs(N ) = Egs(N + 2) occur when ng is an
odd integer, explaining the 2e periodicity of the Coulomb
blockade peaks. At these charge degeneracy points, the leading
conduction mechanism is the resonant transfer of electron
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FIG. 7. Comparison between conductance peaks in the three
different regimes of Coulomb blockade oscillations treated in this
work: Andreev regime (left panel), single-electron tunneling regime
(middle panel), and Majorana regime (right panel). We have used
parameters comparable to those estimated for the device in Ref. [44]
which was closest to the weak tunneling regime considered in
this paper: !Al = 180 µeV, !0 = 130 µeV, ! = 30 µeV for the
two rightmost panels, Ec = 55 µeV, T = 50 mK, L = 0.95 µm,
α = 8 µeV µm, gl = gr = 0.65. The value of gl and gr was chosen
to approximately match the height of the Andreev peak conductance
observed for the L = 0.95 µm device in the experiment [44]
(Gpeak

2e ≈ 0.2 × e2/h).

conductance and identified three distinct transport regimes
which may occur upon increasing an external magnetic field B:
Andreev transport regime (a), single-electron tunneling regime
(b), and coherent transmission regime (c) through a Majorana
zero-energy state which occurs when the system is driven into
topological superconducting phase.

Using weak tunneling approximation, we have computed
the shape of conductance peaks of Coulomb blockade oscil-
lations for all three regimes [see Eqs. (32), (41), and (58)
and the corresponding Fig. 7]. Using our results, one can
draw the following conclusions which are important for the
interpretation of the experimental data [44].

First, the height of the conductance peaks is a nonmonotonic
function of magnetic field B with the generic pattern of
bright-dark-bright signals corresponding to (a), (b), and (c)
regimes, respectively. In the limit of long wires, we predict
that conductance should be suppressed in the single-electron
tunneling regime (b) whereas Andreev (a) and Majorana (c)
contributions to the conductance should remain finite.

Second, the width of the Coulomb peaks provides additional
information regarding the nature of transport mechanisms for
a given magnetic field. Upon lowering the temperature, the
Coulomb blockade peak widths in the regime (c) saturate
[see Eq. (56)]. At higher temperatures, the peak widths are
proportional to temperature T , being limited by thermal
activation in each of the three regimes; the width in the regime
(c) is twice bigger than in the regime (a) where conduction is
facilitated by hopping of electron pairs.

Third, the relative height of an Andreev peak should
increase with increasing the conductances of the point contacts
whereas the ratio of the Coulomb blockade peaks in the
single-electron tunneling and activation-limited Majorana

regimes is independent of gl and gr [cf. Eqs. (32), (41), (42),
and (58)]. For realistic physical parameters, we find that
Andreev conductance should be smaller than the conductance
in the topological regime (see Fig. 2), whereas the experimental
findings [44] are the opposite. This quantitative discrepancy
might be due to our single-channel approximation. It is likely
that the nanowire might have a few transverse channels,
which would not affect the conductance in regime (c), while
enhancing the regime (a) conductance.

Finally, we find that Coulomb blockade peaks in the
Majorana regime (c) are described by an even function (a
Lorentzian at low T ) centered, at any temperature, exactly
at the point of degeneracy of two ground states differing by
single-electron charge. This should be contrasted with the
conductance in the single-electron tunneling regime (b) where
the peak positions are T dependent and shifted away from
the degeneracy points, while the peak shape is skewed with
respect to their maxima. Thus, we find that in the Majorana
regime (c) the position of the Coulomb blockade peaks, even
if those are thermally broadened, can be used as a sensitive
probe of the ground-state degeneracy splitting due to a finite
length of a nanowire. In this sense, our finding corroborates
the conclusions of Ref. [44].

We note that in the experiment [44], the dimension-
less conductances gl,gr were set to quite large (i.e., order
one) values; a systematic investigation of the two-terminal
conductance as a function of the left/right tunnel barriers
transmission coefficients would be very useful. On the theory
side, it is desirable to extend the consideration to include the
effect of almost-open junctions, higher channel number, and
mesoscopic fluctuations.
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APPENDIX: LEVEL SPACING OF A PROXIMITIZED
NANOWIRE

In this appendix, we derive Eq. (34) for the level spacing
of a proximitized Rashba nanowire close to the topological
phase transition at B = Bc. We begin from the known
expression [21,22] for the single-particle Green’s function
G(k,E) for an electron propagating along the nanowire with
momentum k and energy E:

G(k,E) = Z(E)
E − Z(E) H (k) + [1 − Z(E)] !Al τ1

. (A1)

Here, H (k) is the Hamiltonian for the nanowire in the absence
of the superconductor, !Al is the superconducting gap in
Al, τ1 is the first Pauli matrix in Nambu space, and Z(E)
is a renormalization factor due to the coupling with the
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We show that a film of a semiconductor in which s-wave superconductivity and Zeeman splitting are

induced by the proximity effect, supports zero-energy Majorana fermion modes in the ordinary vortex

excitations. Since time-reversal symmetry is explicitly broken, the edge of the film constitutes a chiral

Majorana wire. The heterostructure we propose—a semiconducting thin film sandwiched between an

s-wave superconductor and a magnetic insulator—is a generic system which can be used as the platform

for topological quantum computation by virtue of the existence of non-Abelian Majorana fermions.
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Introduction.—In two spatial dimensions, where permu-
tation and exchange are not necessarily equivalent, par-
ticles can have quantum statistics which are strikingly
different from the familiar statistics of bosons and fermi-
ons. In situations where the many body ground state wave
function is a linear combination of states from a degenerate
subspace, a pairwise exchange of the particle coordinates
can unitarily rotate the ground state wave function in the
degenerate subspace. In this case, the exchange statistics is
given by a multidimensional unitary matrix representation
(as opposed to just a phase factor) of the 2D braid group,
and the statistics is non-Abelian [1]. It has been proposed
that such a system, where the ground state degeneracy is
protected by a gap from local perturbations, can be used as
a fault-tolerant platform for topological quantum compu-
tation (TQC) [2].

Recently, the ! ¼ 5=2 fractional quantum hall (FQH)
state at high magnetic fields and at low temperature has
been proposed as a topological qubit [2]. This theoretical
conjecture, however, awaits experimental verification
[3,4]. An equivalent system, in which the ordered state is
in the same universality class as the 5=2 FQH state, is the
spinless (spin-polarized) px þ ipy superconductor or su-
perfluid [5]. In a finite magnetic field, a vortex excitation in
such a superconductor traps a single, nondegenerate, zero-
energy bound state. The key to non-Abelian statistics is
that the second-quantized operator for this zero-energy
state is self-Hermitian, "y ¼ ", rendering " a Majorana
fermion operator. If the constituent fermions have spin, the
spin-degeneracy of the zero-energy excitation spoils the
non-Abelian statistics. To circumvent this problem in a
realistic superconductor such as strontium ruthenate, it
has been proposed that the requisite excitations are the
exotic half-quantum vortices [6].

Even though quenching the spin degeneracy by either
the application of a magnetic field [7] or by using spinless
atomic systems [8] is possible in principle, it is practically

very difficult. Therefore, it is desirable to have systems
whose most natural excitations themselves follow non-
Abelian statistics in spite of the electrons carrying a spin
quantum number. The recent proposal by Fu and Kane [9]
points out one such system—the surface of a strong TI in
proximity to an s-wave superconductor—which supports a
nondegenerate Majorana fermion excitation in the core of
an ordinary vortex. In this Letter, we propose a simple
generic TQC platform by showing that it is possible to
replace the TI with a regular semiconductor film with spin-
orbit coupling, provided the time-reversal symmetry is
broken by proximity of the film to a magnetic insulator.
It is encouraging that the s-wave proximity effect has
already been demonstrated in 2D InAs heterostructures
which additionally also have a substantial spin-orbit cou-
pling [10]. Thus, the structure we propose is one of the
simplest to realize non-Abelian Majorana fermions in the
solid-state context.
Theoretical model.—The single-particle effective

Hamiltonian H0 for the conduction band of a spin-orbit
coupled semiconductor in contact with a magnetic insula-
tor is given by (we set @ ¼ 1 henceforth)

H0 ¼
p2

2m# $#þ Vz$z þ %ð ~$& ~pÞ ( ẑ: (1)

Here, m#, Vz, and # are the conduction-band effective
mass of an electron, effective Zeeman coupling induced
by proximity to a magnetic insulator (we neglect the direct
coupling of the electrons with the magnetic field from the
magnetic insulator), and chemical potential, respectively.
The coefficient% describes the strength of the Rashba spin-
orbit coupling, and $% are the Pauli matrices. Despite the
similarity in the spin-orbit-coupling terms, H0 and the
Hamiltonian for the TI surface in Ref. [9] differ by the
existence of a spin-diagonal kinetic energy term in Eq. (1).
Because of the spin-diagonal kinetic energy, there are, in
general, two spin-orbit-split Fermi surfaces in the present
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system, in contrast to the surface of a TI in which an odd
number of bands cross the Fermi level [9]. In Eq. (1), for
out-of-plane Zeeman coupling such that jVzj> j!j, a
single band crosses the Fermi level. Thus, analogous to a
strong TI surface (but arising from qualitatively different
physics), the system has a single Fermi surface, which is
suggestive of non-Abelian topological order if s-wave
superconductivity is induced in the film.

The proximity-induced superconductivity in the semi-
conductor can be described by the Hamiltonian,

Ĥ p ¼
Z

drf!0ðrÞĉy" ðrÞĉy# ðrÞ þ H:c:g; (2)

where ĉy"ðrÞ are the creation operators for electrons with
spin " and !0ðrÞ is the proximity-induced gap. The corre-
sponding BdG equations written in Nambu space become,

H0 !0ðrÞ
!%

0ðrÞ &"yH
%
0"y

! "
"ðrÞ ¼ E"ðrÞ; (3)

where "ðrÞ is the wave function in the Nambu spinor
basis,"ðrÞ ¼ ½u"ðrÞ; u#ðrÞ; v#ðrÞ;&v"ðrÞ(T . Using the solu-
tions of the BdG equations, one can define Bogoliubov
quasiparticle operators as #̂y ¼ R

dr
P

"u"ðrÞĉy"ðrÞ þ
v"ðrÞĉ"ðrÞ. The bulk excitation spectrum of the BdG
equations with !ðrÞ ¼ !0 has a gap for nonvanishing
spin-orbit coupling.

BdG equations for a vortex.—We now consider the
vortex in the heterostructure shown in Fig. 1, and take

the vortex-like configuration of the order parameter:
!0ðr;$Þ ¼ !0ðrÞe{$. Because of the rotational symmetry,
the BdG equations can be decoupled into angular momen-
tum channels indexed by m with the corresponding spinor
wave function,

"mðr;$Þ ¼ e{m$½u"ðrÞ; u#ðrÞei$; v#ðrÞe&i$;&v"ðrÞ(T: (4)

Since the BdG equations are particle-hole symmetric, if
"mðrÞ is a solution with energy E, then {"y%y"

%
mðrÞ is also

a solution at energy&E in the angular momentum channel
&m. Here, %y is defined to be the Pauli matrix in Nambu
spinor space. Thus, a zero-energy solution can be non-
degenerate only if it exists in the m ¼ 0 angular momen-
tum channel.
The radial BdG equations describing the zero-energy

state "ðrÞ in the m ¼ 0 channel can be written as

H0 !0ðrÞ
!0ðrÞ &"yH

%
0"y

! "
"ðrÞ ¼ 0; H0 ¼

&&ð@2r þ 1
r @rÞ þ Vz &! 'ð@r þ 1

rÞ
&'@r &ð&@2r & 1

r @r þ 1
r2
Þ & Vz &!

 !
(5)

with & ¼ 1
2m% . Additionally, since the BdG matrix is real, both"%ðrÞ and {"y%y"ðrÞ are also E ¼ 0 solutions. Thus,"ðrÞ

can be nondegenerate only if {"y%y"ðrÞ ¼ {("ðrÞ, where the ð{"y%yÞ2 ¼ &1 imposes the constraint ( ¼ )1. Fixing a
value of ( allows one to define "ðrÞ in terms of the reduced spinor "0ðrÞ ¼ ½u"ðrÞ; u#ðrÞ(T using the relations v"ðrÞ ¼
(u"ðrÞ and v#ðrÞ ¼ (u#ðrÞ. The corresponding reduced BdG equations take the form of a 2* 2 matrix differential
equation:

&&ð@2r þ 1
r @rÞ þ Vz &! (!ðrÞ þ 'ð@r þ 1

rÞ
&(!ðrÞ & '@r &&ð@2r þ 1

r @r & 1
r2
Þ & Vz &!

 !
"0ðrÞ ¼ 0: (6)

We now approximate the radial dependence of !0ðrÞ by
!0ðrÞ ¼ 0 for r < R and !0ðrÞ ¼ !0 for r + R. In view of
the stability of the putative Majorana zero-energy solution
to local changes in the Hamiltonian [5], such an approxi-
mation can be made without loss of generality. For r < R,
the analytical solution of Eq. (6) is given by "0ðrÞ ¼
½u"J0ðzrÞ; u#J1ðzrÞ(T with the constraint

&z2 þ Vz &! z'
'z &z2 & Vz &!

! "
u"
u#

! "
¼ 0: (7)

Here, JnðrÞ are the Bessel functions of the first kind. The
characteristic equation for z is

ð&z2 &!Þ2 & V2
z & '2z2 ¼ 0: (8)

Since the Bessel functions are symmetric, we use the roots

of Eqn. (8),)z1;)z3, to find two solutions which are well
behaved at the origin: "1ðrÞ ¼ ½u"J0ðz1rÞ; u#J1ðz1rÞ(T and
"2ðrÞ ¼ ½u"J0ðz3rÞ; u#J1ðz3rÞ(T . Therefore, the full solu-
tion at r < R is "<

0 ðrÞ ¼ c1"1ðrÞ þ c2"2ðrÞ.
At large distances r > R, where !0ðrÞ ¼ !0, the solu-

tion to Eq. (6) is complicated. Nevertheless, one can write
the solution as a series expansion in 1=r:

"0ðrÞ ¼
e{zrffiffiffi
r

p
X

n¼0;1;2...

an
rn

(9)

where an are the corresponding spinors. The zeroth order
coefficient a0 satisfies the following equation:

&z2 þ Vz &! (!0 þ {z'
&(!0 & {z' &z2 & Vz &!

! "
a0 ¼ 0: (10)

FIG. 1 (color online). Schematic picture of the proposed het-
erostructure exhibiting Majorana zero-energy bound state inside
an ordinary vortex.
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The tunneling conductance of junctions formed on thin films of Al in contact ~ith films of the
ferromagnetic semiconductor EuO implies that such composites behave like BCS superconductors
with internal magnetization. In a magnetic field 8 applied in the plane of the films, the supercon-
ducting quasiparticle density of states shows a splitting 2u, (8"+ 8), where 8' can be greater than 8
by more than a tesla. The critcal field of composite films is reduced by approximately 8 compared
to that of identical Al films without EuO. The observed 8' is of the same magnitude as poM, the
magnetization of EuO.

PACS numbers: 74.50.+ r, 75.50.Dd, 75.70.—i

Because magnetic order and superconductivity are,
in general, incompatible, the interaction between su-
perconductivity and magnetism has been a topic of in-
terest for many years. Recently, investigations of ex-
otic new compounds containing rare-earth or actinide
elements have uncovered remarkable superconducting
and magnetic properties. Such behavior includes the
reentrant superconductivity of the rare-earth rhodium
borides' and tenary molybdenum chalcogenides, ' the
magnetic-field-induced superconductivity of Euo 8-
Sn02Mo6SS, ' and the superconductivity of CePb3
which appears only in a high magnetic field. ~ In addi-
tion, improving thin-film deposition techniques are al-
lowing new materials properties to be sought in artifi-
cially layered systems. s For example, a recent experi-
ment involving tunneling between two Pb films with a
Ho(OH)3 barrier has been described as showing the
formation of a bound state in the Pb due to the fer-
romagnetism of the barrier. In the present experi-
ment, we have examined the density of states, in a
parallel applied magnetic field, of a thin superconduct-
ing Al film backed by a film of the ferromagnetic sem-
iconductor EuO and have found that the composite
behaves like a BCS superconductor with an internal
magnetic field similar in magnitude to that arising
from the magnetization of EuO. Classically, a quasi-
particle in the Al would feel only the applied magnetic
field. Therefore, we assume that the observed en-
hanced magnetic field arises because of tunneling of
the quasiparticles into the EuO.
The samples were made by vacuum evaporation

onto liquid-nitrogen-cooled glass substrates. First, 5
nm of Eu was evaporated. The substrate was warmed
to room temperature and the Eu was exposed to an ox-
ygen glow discharge. After the substrate was cooled

again, an Al film 4-10 nm thick was evaporated. Oxi-
dation of this film provided the tunnel barrier. A
counter electrode of either Al or Fe was then added.
Identical control junctions without EuO were made at
the same time on the same substrate. The junctions
were cooled to 0.4 K with an immersion 3He cryostat.
The magnetic field was supplied by either a supercon-
ducting solenoid or a water-cooled Bitter magnet. The
field was applied parallel to the plane of the films.
EuO is a ferromagnetic semiconductor s with a Cu-

rie temperature of 70 K and with the NaCl structure.
Iis resistivity depends on stoichiometry and impurity
content and can be as high as 108 0-cm at low tem-
perature for oxygen-rich or stoichiometric examples.
On the basis of published methods' of forming EuO,
we would not expect any excess Eu in our films, but
there may be some nonferromagnetic Eu203. %e have
not as yet attempted to analyze these films.
Previous experiments have established the fact that

the superconducting density of states of a thin Al film
is split into spin-up and spin-down parts by an applied
magnetic field 8. The splitting energy at low tempera-
ture and field is 2p,B where iu, is the electron magnetic
moment. The resulting density of states is shown
schematically in Fig. 1(a). If the Al film is part of a
tunnel junction with a normal-metal counter electrode,
a conductance (dI/dV) curve such as shown in Fig.
1(b) would be observed as a function of voltage. The
density-of-states splitting of 2p,B is reflected in the
dI/dV curve. If the counterelectrode is Fe, a curve
such as Fig. 1(c) would be observed. 'o The asym-
metry arises from the polarization of the electrons at
the Fermi surface of the Fe. This asymmetry makes
possible the determination of the spin-dependent den-
sities of states of the superconductor. " Note that if
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film should have different splitting from the other,
however, structure will be observed in the conduc-
tance. This previously unobserved situation can arise
if one superconductor has very large spin-orbit scatter-
ing and a high magnetic field is applied, or if the two
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they have different electronic g factors. Thus, in S I-
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is observed, while in St I S2 tunne-lin-g, the difference
in splitting of the densities of states of the two super-
conductors St and S2 is observed.
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junction in an applied field is shown in Fig. 2. Both Al
films were 4 nm thick. In zero field, the conductance
was the same as that for the control junction; that is,
there was a single sharp peak at the voltage corre-
sponding to the sum of the energy gaps of the two Al
films. As the field was applied, this peak split into two.
The splitting increased with applied field as shown by
the filled circles in Fig. 3. The curve in Fig. 2 shows a
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Using the technique of spin-polarized tunneling, we studied tunnel junctions with Eus/Al bilayer elec-

trodes. We found a large eA'ective internal field in the Al film, which gives rise to extra Zeeman splitting
in the superconducting quasiparticle density of states and which is attributed to the exchange interaction
between the Eu ions and the Al conduction electrons. This exchange field, acting only on the electron
spins, is inversely proportional to the thickness of the Al, causes no observable orbital depairing in the
Al, and leads to a first-order transition to the normal state.

PACS numbers: 74.50.+r, 75.50.Dd, 75.70.—i

Following the publication of the microscopic theory of
superconductivity [1] with its assumption of electron
pairs with opposite spins, the effect of an exchange field
(which acts only on electron spins, not on electron
motion) on superconductivity was soon investigated. In
the limit that the spin-orbit interaction was neglected in
the superconductor, theories predicted that the critical
field of a superconductor is limited by the field-spin in-
teraction (the Chandrasekhar-Clogston limit [2]) and
that the field-spin interaction causes the superconductor
to go normal through a first-order phase transition at low
temperatures [3]. In general, when a superconductor is
subjected to an applied magnetic field, the eff'ect of the
field on electron motion (orbital effect) is more important
than the effect of the field on electron spins. However,
for extremely thin films in a parallel magnetic field, orbit-
al eA'ects are greatly reduced, and the field-spin interac-
tion becomes predominant. The above predictions of spin
eff'ects and their refinement which included spin-orbit
scattering in the superconductor were later verified exper-
imentally using very thin superconducting films in a
parallel magnetic field [4]. Also, the effect of the ex-
change field on the superconducting state has been inves-
tigated extensively in the ternary compounds in which
magnetic ions are uniformly distributed [5].
In this work, we show that there is a way to "apply" an

exchange field on a superconductor, which leads to a
first-order transition to the normal state. In studying
Au/EuS/Al junctions, in which the EuS serves as a tunnel
barrier, we found, in addition to the high degree of
electron-spin polarization (up to 85%) in the tunnel cur-
rent [6], a very large extra Zeeman splitting in the quasi-
particle density of states (DOS) in the Al. For instance,
in one Au/EuS/Al junction, an applied field of 0.3 T pro-
duced a Zeeman splitting in the tunnel conductance curve
corresponding to a total field of 4.3 T: The eff'ective
internal field 8* was 4 T. In fact, in some cases the
internal field existed before any external field was ap-
plied. This extra Zeeman splitting is similar to, but much
more pronounced than, those observed in junctions with
oxidized-Eu/Al bilayer electrodes [7].
de Gennes discussed the coupling between two fer-

romagnetic insulators (FMI) through a superconducting

(SC) film in a FMI/SC/FMI sandwich [8]. His argu-
ment can be applied to the bilayer of a ferromagnetic in-
sulator and a thin-film superconductor, such as the EuS/
Al system. The large internal field in the Al film results
from the exchange interaction between the ferromagneti-
cally ordered magnetic ions in the EuS and the conduc-
tion electrons in the Al. de Gennes's simple argument in-
dicates that the superconductor in the FMI/SC proximity
bilayer is equivalent to a superconductor in a uniform ex-
change field; it also predicts that the internal field is in-
versely proportional to the thickness d of the supercon-
ducting film for d (g, where g is the superconducting
coherence length. Tokuyasu, Sauls, and Rainer [9] re-
cently proposed a model to explain the observations of
Tedrow, Tkaczyk, and Kumar [7]. One of the predictions
of their model is that the superconductor in a FMI/SC
proximity bilayer is noI, equivalent to a superconductor in
a uniform exchange field; as a result, the transition to the
normal state due to the exchange interaction at the inter-
face is always of second order in zero applied field (and in
a small applied field, when the eAect of the applied field is
much smaller than the surface effect). Our study of the
EuS/Al system indicates that the Al film in contact with
the EuS behaves as a superconductor in a uniform ex-
change field.
Junctions of the type Eus/Al/Alq03/Ag were used to

study the proximity effect at the EuS/Al interface. First,
a thin layer of EuS was deposited through a mask onto
room-temperature glass substrates. Then, an Al long
strip was deposited, half of which was over the EuS film
and the other half directly on glass not covered by EuS.
The surface of this Al long strip was subsequently oxi-
dized by glow discharge in oxygen, at a bias voltage of
1.8 kV, for about 30 s to form the A1203 barrier. Junc-
tions were completed by depositing six cross strips of 20
nm of Ag as counterelectrodes. These junctions show a
resistance on the order of a few kA and have an area
of about 3x10 cm . Three of the six junctions are
formed over the part of the Al that is not in contact with
EuS; they are of the type Al/A1203/Ag and serve as con-
trol junctions. The other three junctions are of the type
EuS/Al/A1203/Ag and are used for the study of the prox-
ltllity effect at tile EUS/Al ln'tef face. Tunnel conduc-
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a pure exchange field on a superconductor is that it allows
measurements of spin properties of many superconductors
which were previously impossible because of orbital
depairing.
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FIG. 4. The dependence of the saturation internal field on
the Al film thickness. The line in the figure is a least-squares fit
to the data points.

trajectory. This unusual trajectory dependence of the
internal field dictates that the superconductor in the
FMI/SC bilayer goes normal through a second-order
transition in zero applied field. If the applied field is
small, the superconducting-normal transition in the SC in
contact with EuS remains second order in the model of
Tokuyasu, Sauls, and Rainer. We estimate that when the
internal field is greater than 1.4 times the applied field,
the surface eA'ect dominates and the transition is expected
to be of second order. In all the junctions we studied ex-
perimentally, the internal field in the Al film in the
EuS/Al bilayer is at least 3-4 times the external field
when the Al film becomes normal, but the super-
conducting-normal transition in the EuS/Al is found to
be of first order. We conclude that the assumption that
the interface is specularly reAecting is not justified. That
the surface scattering is mostly diAuse is also borne out
by the film-thickness dependence of the resistivity in these
Al films when analyzed by accepted theory [14].

[1] J. Bardeen, L. N. Cooper, and J. R. Schrieff'er, Phys. Rev.
108, 1175 (1957).

[2] B. S. Chandrasekhar, Appl. Phys. Lett. 1, 7 (1962); A.
M. Clogston, Phys. Rev. Lett. 9, 266 (1962).

[3] G. Sarma, J. Phys. Chem. Solids 24, 1029 (1963).
[4] P. M. Tedrow, R. Meservey, and B. B. Schwartz, Phys.

Rev. Lett. 24, 1004 (1970); R. Meservey, P. M. Tedrow,
and P. Fulde, Phys. Rev. Lett. 25, 1270 (1970); R.
Meservey, P. M. Tedrow, and R. C. Bruno, Phys. Rev. B
11, 4224 (1975); and reviewed by P. Fulde, Adv. Phys.
22, 667 (1973).

[5] See, for example, Superconductivity in Ternary Com
pounds II, edited by M. B. Maple and Q. Fischer, Topics
in Current Physics Vol. 34 (Springer-Verlag, Berlin,
1982).

[6] J. S. Moodera, X. Hao, G. A. Gibson, and R. Meservey,
Phys. Rev. Lett. 61, 637 (1988); X. Hao, J. S. Moodera,
and R. Meservey, Phys. Rev. B 42, 8235 (1990).

[7] P. M. Tedrow, J. E. Tkaczyk, and A. Kumar, Phys. Rev.
Lett. 56, 1746 (1986).

[8] P. G. de Gennes, Phys. Lett. 23, 10 (1966).
[9] T. Tokuyasu, J. A. Sauls, and D. Rainer, Phys. Rev. B 38,

8823 (1988).
[10] J. A. X. Alexander, T. P. Orlando, D. Rainer, and P. M.

Tedrow, Phys. Rev. B 31, 5811 (1985).
[11]P. Fulde, Adv. Phys. 22, 667 (1973).
[12] P. M. Tedrow and R. Meservey, Phys. Rev. B 8, 5098

(1973).
[13]G. A. Gibson and R. Meservey, Phys. Rev. B 40, 8705

(1989).
[14] A. K. Mayadas and M. Shatzkes, Phys. Rev. B 1, 1382

(1970).

1345

VOLUME 67, NUMBER 10 PHYSICAL REVIEW LETTERS 2 SEPTEMBER 1991

l. 25 — T = 0
I.o

I.OO =O

c 0.75
O

cu 0.50—
N

O
E 0.25—
O

0.8

—0.6
C)o
c3

—0.4

0.2

—l.5 —I.O
I

—0.5
I I

0 0.5
vAI- vAg ™Vl

I. O 1.5

FIG. 1. The tunnel conductance of the control junction
(dashed curve) was measured in an applied field of H =1.93 T;
it is broadened by the orbital depairing of the applied field. The
tunnel conductance of the junction with the EuS/Al electrode
(solid curve) measured in a field of 0.1 T shows a Zeeman split-
ting corresponding to a total field of 8=1.9 T, but does not
show much depairing.

tances were measured in a He cryostat at about 0.5 K
and in small magnetic fields parallel to the junction sur-
face.
All the conductance curves obtained on junctions with

EuS/Al electrodes show enhanced Zeeman splitting. The
internal field which gives rise to the extra Zeeman split-
ting does not noticeably increase the orbital depairing in
the superconductor. In Fig. 1, the conductance curve of
the EuS/Al/A1203/Ag junction (the solid curve) was
measured in an applied field of 0.1 T. It shows two small
shoulders in addition to the peaks, indicating a Zeeman
splitting corresponding to a total field of 1.9 T. Also
shown in Fig. 1 is the tunnel conductance curve (the
dashed curve) of a control junction in an applied field of
1.93 T. The conductance curve of the control junction is
very much broadened by the eA'ect of orbital depairing,
and the Zeeman splitting is not discernible because of the
broadening. We see that the internal field in the EuS/Al
bilayer is an exchange field: It produces a Zeeman split-
ting (which is a spin eA'ect) in the quasiparticle DOS of
Al, but does not cause orbital depairing in the supercon-
ductor.
For a superconductor in an exchange field, in the limit

of small spin-orbit scattering (which Al satisfies) the
transition to the normal state caused by the exchange
field is of first order at low temperatures [3]. In a first-
order phase transition the order parameter goes to zero
abruptly at the transition point, whereas in a second-
order phase transition, the order parameter decreases
gradually and reaches zero at the transition point. Figure
2 shows the reduced order parameter (A/Boo) plotted
against the reduced field (H+B*) /H, ~~, for a few junc-

I

0.2
1 I

0.4 O.6 I.O

~H+B i'i~H, II~'
FIG. 2. The square of the reduced order parameter plotted

against the square of the reduced field. The data points show
that the 10- and 14-nm-thick Al films become normal through a
second-order transition, which is expected from theoretical cal-
culations. The superconductor-normal transition in the EuS/Al
bilayers (each with 8 and 10 nm of Al, respectively) and in a
4-nm-thick Al film is of first order as indicated by the sharpness
of the transition near the critical field.
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TABLE I. Properties of thin Al films.

Control
junction

6625-4
6723-4
6727-4
6625-6
6626-8
6668-8
6715-10
665S-12
6701-14
6668-15

Nominal Al film
thickness (nm)

4
4
4

8
8
10
12
14
15

Tc
(K.)

2.37
2.50
2.41
2.00
1.71
1.64
1.68
1.64
1.64
1.44

0.2
0.15
0.16
0.5
1.1
1.05
2.25
3.5
8.3
9.0

b, ,
0.05
0.03
0.03
0.05
0.05
0.04
0.04
0.04
0.04
0.02

tions. (Here don=1. 76kliT, o is the unperturbed order
parameter at zero temperature and H, ~~

is the extrapolat-
ed parallel critical field of the corresponding pure Al
film. ) In the case of pure Al films, which are used as a
comparison, the total field is the applied field H; in the
case of the EuS/Al bilayer, the total field is the applied
field 0 plus the internal field 8*. The order parameter 6,
and the internal field 8* are obtained by fitting the tun-
nel conductance curves using the theory of thin-film su-
perconductors in parallel magnetic fields [10]. First the
parameter c (which describes the relative strength of the
magnetic-field eA'ects on electron orbits and on electron
spins) and the spin-orbit parameter b, , were obtained by
fitting the conductance curves of the control junctions.
The c and b„values are listed in Table I; the parameter
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Revealing the magnetic proximity effect in EuS/Al bilayers through
superconducting tunneling spectroscopy
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A ferromagnetic insulator in contact with a superconductor is known to induce an exchange splitting of the
singularity in the Bardeen-Cooper-Schrieffer (BCS) density of states (DoS). The magnitude of the splitting
is proportional to the exchange field that penetrates into the superconductor to a depth comparable with the
superconducting coherence length and which ranges in magnitude from a few to a few tens of tesla. We study this
magnetic proximity effect in EuS/Al bilayers and show that the domain structure of the EuS affects the positions
and the line shapes of the exchange-split BCS peaks. Remarkably, a clear exchange splitting is observed even
in the unmagnetized state of the EuS layer, suggesting that the domain size of the EuS is comparable with
the superconducting coherence length. Upon magnetizing the EuS layer, the splitting increases while the peaks
change shape. Conductance measurements as a function of bias voltage at the lowest temperatures allowed us
to relate the line shape of the split BCS DoS to the characteristic domain structure in the ultrathin EuS layer.
These results pave the way to engineering triplet superconducting correlations at domain walls in EuS/Al bilayers.
Furthermore, the hard gap and large splitting observed in our tunneling spectroscopy measurements make EuS/Al
an excellent candidate for substituting strong magnetic fields in experiments studying Majorana bound states.

DOI: 10.1103/PhysRevMaterials.1.054402

I. INTRODUCTION

Europium sulfide is a classic Heisenberg ferromagnetic
insulator (FI) with a Curie temperature of 16.7 K [1,2], which
exceeds the transition temperature of most of the conventional
superconductors. Together with EuO this material can be used
as a very efficient spin-filter barrier [3,4]. Experiments carried
out in the eighties have demonstrated that the exchange field
of FIs, such as EuS and EuO, can split the excitation spectrum
of an adjacent superconductor (S), such as an Al thin film
[2,5,6]. This discovery opened up the way for performing
spin-polarized tunneling measurements without the need of
applying large magnetic fields [6]—a feature which is highly
desirable when superconducting elements are present in an
electronic circuit. More recently, EuS has also been used to
create strong interfacial exchange fields in graphene [7] and
topological insulators [8].

A renewed interest in studying ferromagnet/superconductor
structures came with the development of superconducting
spintronics [9]. The interaction between the superconducting
condensate and the exchange field of a ferromagnet cre-
ates triplet superconducting pairs, which are able to carry
nondissipative, spin-polarized currents [10]. The creation
and control over the triplet correlations is intimately related
with the magnetic configuration of the ferromagnet, with the
domain walls playing an important role [11].

In the case of ferromagnetic insulators, a series of in-
teresting phenomena have been predicted to occur in S/FI
structures with spin-split density of states (DoS), such as

*elia.strambini@sns.it
†sebastian_bergeret@ehu.eus
‡francesco.giazotto@sns.it

huge thermoelectric effects [12–16] and highly efficient spin
and heat valves [17–20]. These effects can be exploited for
creation of spin-polarized currents with a high degree of
polarization [17,21,22], for on-chip cooling at the nanoscale
[23,24], and for low-temperature thermometry and highly
sensitive detectors and bolometers [25].

A spin-split superconducting DoS is also an essential
ingredient in Majorana-based quantum computing [26,27].
The exchange splitting of the Bardeen-Cooper-Schrieffer
(BCS) singularity observed in EuS/Al bilayers is as large as
the splitting caused by an external magnetic field of several
tesla. Therefore, replacing the superconductor by an EuS/Al
bilayer or another FI-S carefully-designed structure should
allow one to reduce significantly or, in certain cases, even
avoid the use of magnetic fields in experiments searching
for Majorana fermions. This possibility becomes especially
attractive at the production cycle, since having to apply strong
magnetic fields is impractical, whereas the magnetization of
an island of FI can be manipulated on-chip through electric
currents via local magnetic fields or a spin-transfer torque.

All these applications need a sizable splitting of the
superconducting DoS in a large temperature range below the
superconducting critical temperature (Tc). A first and essential
step towards controlling the magnitude of the exchange
splitting is to understand the magnetic proximity effect induced
by the FI material in an adjacent superconductor. Although
different FI/S systems have been studied for almost three
decades, there is still a great deal of controversy about the
relation between the magnetic configuration of the EuS and the
spin splitting induced in the superconductor [2,28]. Moreover,
very few articles focus on the behavior of the EuS/Al bilayers
at temperatures well below 1 K.

Here, we present an accurate tunneling spectroscopy of the
superconducting DoS of an EuS/Al bilayer in the temperature
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FIG. 1. Junction layout and tunneling spectroscopy of the first magnetization. (a) Sketch of the cross bar forming the
EuS(5)/Al(7)/Al2O3/Al(18) vertical tunnel junction (the thickness is in nanometers). The area of the junction is a square of 290 × 290 µm2.
(b) Evolution of the differential conductance, obtained from the numerical derivative of the I -V curves, as a function of the voltage drop (V )
and in-plane magnetic field (B) during the first magnetization of the EuS layer. (c) Comparison between the differential conductance of the
tunnel junction measured at zero field before (black curve) and after (red curve) the magnetization of the EuS layer. All the measurements were
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range 30 mK–1.2 K. The exchange splitting observed in the
Al layer reaches up to 0.2 meV in the presence of a moderate
in-plane magnetic field of 30 mT, which is applied in order
to align the magnetic domains of the EuS. Once magnetized,
the spin splitting is also clearly observed at zero applied field.
Most notable, however, is the fact that the experimental data
exhibits the splitting even in the demagnetized phase of the
EuS, i.e., even before the first application of a magnetic field.
Moreover, the line shape of the BCS singularity is considerably
reconstructed as compared to the standard BCS line shapes
observed in the magnetically ordered state: in a homogeneous
exchange-split superconductor, the total DoS is a sum of a
spin-up and a spin-down BCS DoS, shifted in energy with
respect to each other by the exchange splitting, resulting in a
four-peak structure with the outer peaks higher than the inner
ones [6]. However, our measurements in the demagnetized
phase of the EuS show that the peak heights have the opposite
asymmetry as compared to the homogeneous case.

In order to understand the experimental observations, we
model the EuS as a periodic structure of magnetic domains
of different sizes and compute the DoS of the Al film with
the help of the quasiclassical Green’s function formalism. Our
analysis shows that an exchange splitting in the DoS of the Al
layer before the magnetization of the EuS can only be obtained
if the EuS layer consists predominantly of large domains, i.e.,
much larger than the superconducting coherence length. Yet,
the fact that the BCS singularity is considerably reshaped in
the demagnetized case indicates that domain walls are not that

rare, and contribute sizeably to the tunneling spectroscopy.
We identify the main physical processes responsible for the
reconstruction of the BCS singularity around a domain wall
and make predictions about a possible scanning tunneling
microscopy of the EuS/Al bilayer.

Further information about the magnetic configuration of
EuS can be extracted from the temperature dependence of
the exchange splitting. Surprisingly, there is a 10% reduction
of the splitting when the temperature is varied from 30 to
900 mK. We attribute this large change of the splitting over a
temperature range much smaller than the Curie temperature
to the Al/EuS interface that may consist of single localized
spins (Eu atoms) coupled to the EuS layer only by one bond.
We support this hypothesis by a calculation of the average
magnetic moment at the interface.

Finally, we use the well-pronounced gap to achieve a large
tunneling magnetoresistance (TMR) at the magnetization
reversal point Hc ≈ 18.5 mT, obtaining 200 % at T = 30 mK
and 700 % at T = 850 mK. Notably, these large TMR values
are achieved using only one magnetic layer. Apart from serving
as a measurement of the figure of merit for the hardness of
the gap in a functional FI/S device, the large observed TMR
values suggest that Al/EuS systems can be used as building
blocks for superconducting spin-based electronic devices.

II. SAMPLES AND MEASUREMENTS

The tunneling spectroscopy of the EuS/Al bilayer has
been done on EuS(5)/Al(7)/Al2O3/Al(18) tunnel junctions
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A B S T R A C T

A ferromagnetic insulator (FI) attached to a conventional superconductor (S) changes drastically the properties of the latter. Specifically, the
exchange field at the FI/S interface leads to a splitting of the superconducting density of states. If S is a superconducting film, thinner than the
superconducting coherence length, the modification of the density of states occurs over the whole sample. The coexistence of the exchange splitting
and superconducting correlations in S/FI structures leads to striking transport phenomena that are of interest for applications in thermoelectricity,
superconducting spintronics and radiation sensors. Here we review the most recent progress in understanding the transport properties of FI/S
structures by presenting a complete theoretical framework based on the quasiclassical kinetic equations. We discuss the coupling between the
electronic degrees of freedom, charge, spin and energy, under non-equilibrium conditions and its manifestation in thermoelectricity and spin-
dependent transport.

1. Introduction

The study of the interaction between ferromagnetism and conventional superconductivity in hybrid systems has attracted a great
attention during the past decades [1–3]. In principle, these two states of matter are antagonistic: whereas the ferromagnetic cor-
relations try to align the spins of electrons, a conventional singlet Bardeen-Cooper-Schrieffer (BCS) [4] superconductor exhibits a
condensate with electron pairs (Cooper pairs) with opposite spins. This simple argument explains why usual ferromagnetic metals do
not show transition to a conventional superconducting state at any temperature.

Superconductivity and magnetism can coexist though in hybrid systems consisting of superconductor (S) and ferromagnet (F)
layers, where the two states couple through mutual proximity effects. The interplay between them leads to striking novel phenomena
not present in either system alone. For example the spatial oscillation of the superconducting correlations induced in F via the
proximity effect may lead to a change of a sign of the Josephson critical current in a SFS junction. This corresponds to a change of the
ground state of the system from a zero phase difference between the superconductors to a finite, , difference. [5,6]. The mutual
interaction between superconductivity and ferromagnetism also leads to a triplet component of the superconducting condensate
[1,2,7].

The effects mentioned above are caused by the leakage of the superconducting condensate into the ferromagnet. In the latter, the
exchange interaction between the conduction electrons is usually described as an effective Zeeman field that splits the energy of the
electrons of Cooper pairs penetrating into the F region. There is also a reciprocal effect, caused by the interaction of the condensate
with the exchange field that can leak back into the S region over distances of the order of the superconducting coherence length s.
These triplet correlations induced in the superconductor lead to a finite magnetization and a drastic change of the local density of
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Below the critical field hc, known as the Chandrasekhar-Clogston limit [18,19], the superconducting state is preferred, and above it
the normal state. At =T 0 this critical field is =h / 2c 0 . Finally, for >h 0, the superconducting solution does not exist at all.

A non-zero spin relaxation rate leads to a quantitative modification of this behavior [64]. It is convenient to introduce the
dimensionless parameter = +( )/( )so sf so sf [65] describing the relative strength of spin-flip and spin-orbit scattering. It is equal
to 1( 1) when the spin-relaxation is purely due to spin-flip (spin-orbit) impurities. In Fig. 2 we show the computed as a function of
temperature and exchange field for a normal-state spin relaxation rate =T1/ 0.96c sn0 . Panels (a) and (b) in Fig. 2 show the effects of
spin-flip and spin-orbit scattering, respectively. The phase-transition line, =T h( , ) 0, is shown in Fig. 2 by the solid curve in the
T h( , ) plane. The red part on this curve corresponds to the second-order transition where h( ) continuously goes to zero with
increasing h. This behavior changes to the abrupt first-order transition at <T T0. The first-order transition line is shown by circles in
the T h( , ) plane and it is different from the =T h( , ) 0 curve shown by the green line at <T T0. Both relaxation mechanisms reduce
the range of temperatures for which the first-order transition takes place. In other words, the threshold temperature T0 between first-
and second-order phase transitions is reduced as compared to the case without relaxation.

In other respects the modification of the superconducting state strongly depends on the spin relaxation mechanism. Spin-flip
scattering breaks the time-reversal symmetry and therefore leads to a strong suppression of the superconducting gap and Tc. On the
other hand, spin-orbit interaction is time-reversal invariant and keeps the Tc intact.

A striking effect of the spin-orbit scattering is that it increases the critical field of the Chandrasekhar-Clogston limit [64]. This
tendency is shown in Fig. 3, where we compare the dependencies of the superconducting gap on h and relaxation rates 1/ sn for (a)
spin-flip and (b) spin-orbit relaxation, respectively. These two cases are characterized by the opposite behaviors of the critical field hc
as a function of 1/ sn – it is suppressed by spin-flip scattering and enhanced by the spin-orbit one. This effect can be understood from
the comparison to the changes in the density of states caused by the two spin-relaxation mechanisms (see Fig. 4): spin-flip scattering
primarily lifts the gap in the density of states, whereas spin-orbit scattering acts to nullify the spin splitting without affecting the gap.
In both cases there is a threshold value of the scattering rate 0

1 when the superconducting phase transition changes from the second
order at >sn

1
0
1 to the first order at <sn

1
0
1.

The assumption of a homogeneous order parameter does, however, not always correspond to the lowest-energy state of the
system. In Refs. [20,21] it was predicted that the exchange or Zeeman field can cause a transition to an inhomogeneous super-
conducting state, with a spatial periodical modulation of the order parameter at the scale of the coherence length. Such an FFLO state
exists for temperatures below T0 and only for exchange fields that satisfy < <h0.71 0.7550 0 when T 0.

The FFLO state has not been observed in conventional superconductors. One of the main reasons for this is that it is very sensitive

Fig. 2. Order parameter as a function of the temperature T and the exchange field h. Spin relaxation rate = +1/( )sn sf so
1 1 is =T1/( ) 0.96c sn0 . (a)

Spin-flip relaxation = 1. (b) Spin-orbit relaxation = 1. The transition line =h T( , ) 0 is shown by the solid curve in the h T( , ) plane. Its thick
red part at >T T0 shows the second-order transition line. Its thin green part at <T T0 shows the points onT h, plane where the unstable branch starts
(not shown). The first-order transition is shown by the circles in the h T( , ) plane. (For interpretation of the references to colour in this figure legend,
the reader is referred to the web version of this article.)

Fig. 3. Order parameter as a function of the exchange field h and the normal-state spin relaxation rate 1/ sn. The temperature is =T T0.1 c0. (a)
Spin-flip relaxation = 1. (b) Spin-orbit relaxation = 1. The line of critical relaxation rates given by =h( , ) 0sn
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Under certain conditions, a fermion in a superconductor can
separate in space into two parts known as Majorana zero modes,
which are immune to decoherence from local noise sources and
are attractive building blocks for quantum computers. Promising
experimental progress has been made to demonstrate Majorana
zero modes in materials with strong spin–orbit coupling proximity
coupled to superconductors. Here we report signatures of Majorana
zero modes in a material platform utilizing the surface states of
gold. Using scanning tunneling microscope to probe EuS islands
grown on top of gold nanowires, we observe two well-separated
zero-bias tunneling conductance peaks aligned along the direction
of the applied magnetic field, as expected for a pair of Majorana
zero modes. This platform has the advantage of having a robust
energy scale and the possibility of realizing complex designs using
lithographic methods.

Majorana zero mode | topological superconductor | quantum computing |
Majorana bound state

Majorana zero modes (MZMs) are fermionic states, each of
which is an antiparticle of itself. MZMs are required to

always appear in pairs (1). Each MZM pair has the degrees of
freedom of a single fermion, which is split nonlocally in space
into two MZMs. The nonlocality implies that MZMs are immune
to local perturbations, and hence they have been proposed as the
key ingredients of topological qubits that are protected from
decoherence due to local noise sources (1, 2). MZMs are predicted
to exist in certain topological superconductors (TSCs). Up to now,
various proposals have been made to engineer TSCs by combining
conventional materials (3–9), and great progress has been made
toward revealing the signatures of MZMs (10–29). Here we report
the observations of signatures of MZMs in the form of zero-bias
peaks (ZBP) in a platform which is based on the surface state of
gold (Au). Our metal-based platform holds a number of advan-
tages. First, there is a wealth of experience in epitaxial growth of
noble metals on a variety of superconductors (30–32), as well as
epitaxial growth of ferromagnetic insulators on top (33). Second,
lithographic methods to produce large arrays of increasingly
complex designs are well-developed. Finally, the energy scales in a
metal are generally high compared with those of semiconductors.
While the eventual goal of producing a topological qubit-based
quantum computer is still daunting, our work opens a vision of
a path forward.
Our platform is based on the Shockley surface state (SS) of

Au(111) with induced superconductivity (33), as proposed theoret-
ically several years ago (34). An important motivation of using the
SS of Au(111) is its large Rashba spin–orbit coupling energy scale
leading to a splitting of 110 meV (35, 36), which is several orders of
magnitude larger than those in semiconductor nanowires. A sche-
matic drawing of the needed heterostructure is shown in Fig. 1A. An
Au film is grown on top of a superconductor (vanadium [V] in our
case) and the bulk Au becomes superconducting due to the prox-
imity effect. The bulk Au in turn induces a pairing gap on the SS.
We have shown earlier that the SS has an energy gap of 0.38 meV,

distinct from the bulk Au gap, which is 0.61 meV (33). On top of Au
we grow an epitaxial film of EuS, a ferromagnetic insulator to
magnetize the Au SS via exchange coupling. We have created arrays
of Au(111) wires (Fig. 1B and Fig. 2A) utilizing our epitaxially
grown thin film layers and nanolithography (32, 33). The wires are
4 nm thick, ∼100 nm wide or less, and microns in length as seen in
Fig. 1 B and C. We emphasize that our Au(111) wires are highly
crystalline with sharp edges (Fig. 1C). The scanning tunneling
spectroscopy (STS) spectrum shows clearly that a hard super-
conducting gap is induced in the Au wire from the V underneath
(see Figs. 1D, 3A, and 4D). The Au wire is homogeneously in
contact with the V layer sharing a high-quality interface that is
made under ultrahigh vacuum environment (Fig. 1A and see
Methods). However, the proposal based on the SS of Au(111) has
a serious limitation. The bottom of the SS band lies about 500
meV below the Fermi level (35–37). For a 100-nm-wide Au wire,
this means that there are ∼100 transverse subbands crossing the
Fermi level. Our theory simulations show that the topological state
is extremely delicate under such a condition, and it is unlikely that
the MZMs have detectable signals (SI Appendix, section 3). An-
other limitation is the need for a large parallel magnetic field to
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overcome the induced superconducting gap (see Figs. 1D, 3A, and
4D), which is much larger compared to platforms based on
semiconductors with large g-factors.
We overcome the above limitations by depositing a thin layer of

EuS on top of the Au wire, which has been shown to be effective in
dramatically lowering the Fermi level of SS (33). In addition, EuS
is a ferromagnetic insulator, known to induce sizeable magnetic
exchange field in adjoining layers, thereby reducing the need for a
large applied magnetic field (38–41). Fig. 2D shows that two
monolayers (MLs) of EuS deposited on the Au wire (Fig. 2 A–C)
is enough to shift the bottom of the SS band all the way to only
∼30 meV below the Fermi level. We ascertain this by performing a
series of STS scans along the surface of an Au nanowire and
comparing them with similar scans on top of a twoMLs EuS island.
The STS peak marked by an arrow is the signature of the band
bottom of SS, characterized by a square root singularity of the

density of states. The STS peak of the pristine Au nanowire surface
is at about 420 meV below the Fermi energy, consistent with the
values reported by angle-resolved photoemission spectroscopy (35,
36) and STS (37). We define the chemical potential μ as the energy
difference between the Fermi level and the crossing point of the
Rashba bands, which lies 15 meV above the band bottom. We
conclude that two MLs of EuS places the chemical potential μ to
be about 15 meV. This means that for a 100-nm-wide wire only
about five transverse subbands cross the Fermi level and the
condition for creating MZM is much more favorable (SI Appendix,
sections 4 and 5).
If a middle segment of the Au wire is completely covered by

EuS, two MZMs are expected to emerge underneath the ends of
the EuS in the presence of a magnetic field applied parallel to the
wire. Unfortunately, STS probe of the Au SS through two MLs of
EuS can only be done with low energy resolution. While a

Fig. 1. (A) Schematic of the experimental setup: Au(111) thin film nanowire proximity-coupled to a conventional superconductor V, while the EuS is grown
epitaxially on top of the Au nanowires. Dotted line represents the location of the SS. An external field is applied parallel to the wire in order to drive the
system into a topological superconducting state. An STM with a normal tip is used to probe the part of the MZM that leaks out from underneath the EuS
island. Also shown is the schematic SS Rashba split band structure which is isolated from the projected bulk bands. The position of the bottom of the surface
band (ESS) can be tuned by varying the thickness of the EuS coverage. (B) Large-scale (650 × 650 nm2) STM with constant current (Vsample = 1.2 V, Iset = 55 pA,
T = 2 K) topographical scans of the nanowire network that is prepared using nanofabrication techniques. (C) A zoomed-in (7 nm × 7 nm) (shown by the square
box in B) topography of Au nanowire which showed sharp interface with the underlining V film (Vsample = 0.36 V, Iset = 230 pA, T = 2 K). (Inset) The atomically
resolved STM topography image (Vsample = −150 mV, Iset = 0.6 nA, T = 2 K) of the Au nanowire top surface, which shows the hexagonal atomic lattice of
Au(111) surface. (D) Temperature-dependent dI/dV spectra measured on atomically resolved Au nanowire surface. The spectra are spatially averaged over a
1.5- × 1.5-nm area located at the bottom right corner of C, Inset. The spectra are vertically shifted and normalized by the data measured above Tc (∼5 K). arb.,
arbitrary.
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toward the middle of the wire is very short. This explains the
surprising fact that ZBPs were observed for islands as small as
30 nm in diameter. The coherence length is short for two rea-
sons. First, the Fermi velocity is very small because we are
considering the last filled subband, which has a very small Fermi
energy. Second, this situation is similar to what was observed in
the Fe atomic chain (16), where the wavefunction leaks into the
substrate, giving rise to a reduction of the spectral weight and the
velocity, thereby reducing the effective coherence length (43). In
fact, this leakage is needed to produce a surface superconducting
gap close to the bulk superconducting gap ΔB (34).
A key ingredient in the simulation is the assumption of an ex-

change field under the EuS in addition to the applied magnetic
field. Without this, a magnetic field large enough to drive the
system to a topological regime also closes the superconducting gap
outside and the MZMs will be destroyed. In EuS the magnetic
moment normally lies in-plane, but on certain surfaces it is known
to develop a canted magnetization with a large out-of-plane
component due to spin–orbit coupling (44, 45). In this case the
increasing applied parallel magnetic field enhances the Zeeman
field along the nanowire due to the canting of the magnetic mo-
ment. However, the precise orientation of the magnetic moment
in our case is not known.

We note that much of the literature deals with the case with a
single transverse mode which is relevant to the semiconductor
nanowires. Here we highlight the difference with the multimode
situation that is relevant to our system. To make the physics
clearer, we focus on a longer island that is 60 nm × 300 nm where
the energy splitting of the MZM is small and well-separated from
the higher-energy states. Fig. 6A shows the lowest 25 eigenvalues
as a function of the effective Zeeman energy Vx. We see that the
gap defined by the lowest excited state closes at Vx = 1.1 ΔB and
reopens, leaving behind a pair of split MZMs. The topological
gap that reopens is about 0.2 ΔB.Note that a large number of
states come down in energy as the gap closes and a large number
lie above the topological gap that reopens. Consequently, the
contribution of an individual state to the tunneling conductance
is very small. In the single-mode case the number of states that
come down as the gap closes is much fewer, depending on the
sample length, and can even be a single state for short wires (SI
Appendix, Fig. S2 F and G). As a result, the gap closing as the
topological state is approached can be seen both in experiment
and simulation in short nanowires (23). In contrast, in our case
the lowest state that leads to gap closing as the threshold is
approached contributes only a small amount to the tunneling
conductance (Fig. 6A). Upon thermal smearing, we expect a
subtle filling in of the gap which becomes V-shaped, as clearly
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Fig. 4. (A) The STM topography image of another Au(111) nanowire array (similar to that in Fig. 2A) with two MLs of EuS deposited over it (Vsample = 1.6 V,
Iset = 46 pA, T = 0.38 K). The applied magnetic field is aligned with the nanowire to the best accuracy of our STM setup. (B) The zoomed-in STM topography
image (75 × 75 nm2, Vsample = 1 V, Iset = 0.5 pA) of a relatively large EuS island sitting at the edge of the Au nanowire in A. The island is ∼40 nm long along the
wire and 60 nm wide. (C) The atomically resolved (4 × 4 nm2, Vsample = 120 mV, Iset = 600pA) EuS surface in the marked region as noted in B. (D) The
comparison of the dI/dV tunneling spectra under both H = 0 T and H = 4.8 T. Dashed lines mark the zero conductance of each shifted spectrum. The spectra at
all positions are gapped when H = 0 T. A slight filling in of the gap is seen at positions 2 through 7 in the 4.8-T field. (E) Sharp ZBP emerges for H = 4.8 T at
positions 1 and 8. Curve 8 is shifted vertically by two tick marks. The zero conductance for each curve is noted with the same color as the curve. (F and G) The
evolution of the dI/dV spectra at position 1 and 8 as a function of the strength of the applied field. At 3.5 T the gap is largely filled in at positions 1 and 8
simultaneously. The ZBP is visible at 3.5 T at position 1 and at 4 T at position 8. At 4-T field and above, the ZBPs at positions 1 and 8 show comparable peak
heights. All of the dI/dV spectra in D–G are normalized to the normal-state conductance.
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toward the middle of the wire is very short. This explains the
surprising fact that ZBPs were observed for islands as small as
30 nm in diameter. The coherence length is short for two rea-
sons. First, the Fermi velocity is very small because we are
considering the last filled subband, which has a very small Fermi
energy. Second, this situation is similar to what was observed in
the Fe atomic chain (16), where the wavefunction leaks into the
substrate, giving rise to a reduction of the spectral weight and the
velocity, thereby reducing the effective coherence length (43). In
fact, this leakage is needed to produce a surface superconducting
gap close to the bulk superconducting gap ΔB (34).
A key ingredient in the simulation is the assumption of an ex-

change field under the EuS in addition to the applied magnetic
field. Without this, a magnetic field large enough to drive the
system to a topological regime also closes the superconducting gap
outside and the MZMs will be destroyed. In EuS the magnetic
moment normally lies in-plane, but on certain surfaces it is known
to develop a canted magnetization with a large out-of-plane
component due to spin–orbit coupling (44, 45). In this case the
increasing applied parallel magnetic field enhances the Zeeman
field along the nanowire due to the canting of the magnetic mo-
ment. However, the precise orientation of the magnetic moment
in our case is not known.

We note that much of the literature deals with the case with a
single transverse mode which is relevant to the semiconductor
nanowires. Here we highlight the difference with the multimode
situation that is relevant to our system. To make the physics
clearer, we focus on a longer island that is 60 nm × 300 nm where
the energy splitting of the MZM is small and well-separated from
the higher-energy states. Fig. 6A shows the lowest 25 eigenvalues
as a function of the effective Zeeman energy Vx. We see that the
gap defined by the lowest excited state closes at Vx = 1.1 ΔB and
reopens, leaving behind a pair of split MZMs. The topological
gap that reopens is about 0.2 ΔB.Note that a large number of
states come down in energy as the gap closes and a large number
lie above the topological gap that reopens. Consequently, the
contribution of an individual state to the tunneling conductance
is very small. In the single-mode case the number of states that
come down as the gap closes is much fewer, depending on the
sample length, and can even be a single state for short wires (SI
Appendix, Fig. S2 F and G). As a result, the gap closing as the
topological state is approached can be seen both in experiment
and simulation in short nanowires (23). In contrast, in our case
the lowest state that leads to gap closing as the threshold is
approached contributes only a small amount to the tunneling
conductance (Fig. 6A). Upon thermal smearing, we expect a
subtle filling in of the gap which becomes V-shaped, as clearly
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Fig. 4. (A) The STM topography image of another Au(111) nanowire array (similar to that in Fig. 2A) with two MLs of EuS deposited over it (Vsample = 1.6 V,
Iset = 46 pA, T = 0.38 K). The applied magnetic field is aligned with the nanowire to the best accuracy of our STM setup. (B) The zoomed-in STM topography
image (75 × 75 nm2, Vsample = 1 V, Iset = 0.5 pA) of a relatively large EuS island sitting at the edge of the Au nanowire in A. The island is ∼40 nm long along the
wire and 60 nm wide. (C) The atomically resolved (4 × 4 nm2, Vsample = 120 mV, Iset = 600pA) EuS surface in the marked region as noted in B. (D) The
comparison of the dI/dV tunneling spectra under both H = 0 T and H = 4.8 T. Dashed lines mark the zero conductance of each shifted spectrum. The spectra at
all positions are gapped when H = 0 T. A slight filling in of the gap is seen at positions 2 through 7 in the 4.8-T field. (E) Sharp ZBP emerges for H = 4.8 T at
positions 1 and 8. Curve 8 is shifted vertically by two tick marks. The zero conductance for each curve is noted with the same color as the curve. (F and G) The
evolution of the dI/dV spectra at position 1 and 8 as a function of the strength of the applied field. At 3.5 T the gap is largely filled in at positions 1 and 8
simultaneously. The ZBP is visible at 3.5 T at position 1 and at 4 T at position 8. At 4-T field and above, the ZBPs at positions 1 and 8 show comparable peak
heights. All of the dI/dV spectra in D–G are normalized to the normal-state conductance.
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ABSTRACT: Hybrid semiconductor−ferromagnetic insulator heter-
ostructures are interesting due to their tunable electronic transport,
self-sustained stray field, and local proximitized magnetic exchange. In
this work, we present lattice-matched hybrid epitaxy of semi-
conductor−ferromagnetic insulator InAs/EuS heterostructures and
analyze the atomic-scale structure and their electronic and magnetic
characteristics. The Fermi level at the InAs/EuS interface is found to
be close to the InAs conduction band and in the band gap of EuS,
thus preserving the semiconducting properties. Both neutron and X-
ray reflectivity measurements show that the overall ferromagnetic
component is mainly localized in the EuS thin film with a suppression
of the Eu moment in the EuS layer nearest the InAs and magnetic
moments outside the detection limits on the pure InAs side. This work presents a step toward realizing defect-free semiconductor−
ferromagnetic insulator epitaxial hybrids for spin-lifted quantum and spintronic applications without external magnetic fields.
KEYWORDS: quantum computing, proximity effects, MBE, hybrid materials, magnetic proximity, exchange field, band alignment

1. INTRODUCTION
Lifting electron spin degeneracy in semiconductor materials
plays a central role in spintronics and emerging quantum
technologies. An interesting path is to combine semi-
conductors (SEs) and ferromagnetic insulators (FMIs) as the
carrier quality and tunability of the semiconductor potentially
could remain intact while the spin degeneracy is lifted by a
ferromagnetic exchange coupling. However, the material
requirements are manifold and depend on several details
such as energy band alignment and structural quality that limit
the choice of materials. Semiconductors with narrow direct
band gaps such as InAs and InSb, which have high electron
mobilities and strong spin−orbit coupling, are interesting for a
broad range of applications such as infrared detectors, terahertz
radiation sources, and quantum applications. For example,
hybrid III−V semiconductor−superconductor (SE/SU) nano-
wire materials1−6 have potential as a fault-tolerant basis for
quantum information processing.7−10 However, large external
magnetic fields are needed to enter the topological regime,
which weakens the superconducting state and complicates
scaling. Therefore, it is of interest to integrate materials that are
intrinsically topological, ideally without the need for external
applied fields. Composite tricrystals using FMIs in close
proximity to the SE/SU structure have been proposed as a

solution to realize the topological phase,11 where the effective
Zeeman splitting is induced by magnetic exchange with an
FMI phase.
Recently, magnetic exchange coupling with the Zeeman

splitting energy larger than 2.0 meV has been reported for
graphene when combined with EuS.12 Magnetization up to
1.84 μB/Bi can go into Bi2Se3 due to the proximity to EuS.13

Spin-polarized tunneling has been reported for Au/EuS/
Al,14,15 and extra Zeeman splitting in the superconducting
quasiparticle density of states has been observed in EuS/Al
films.16 EuS has a cubic rock salt structure with a small bulk
lattice mismatch to the InAs zinc blende phase (1%, <001> vs
<001>), and, importantly, single-crystal epitaxy can be
obtained at temperatures that are compatible with InAs
stability.17 Therefore, for fabricating InAs/Al/FMI systems,
Eu-based chalcogenides18,19 have larger potential than other
FMIs reported in the literature, such as ferrites,20,21 garnets,22

and layered Cr-based trihalides.23,24 On the other hand, it is
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not always feasible to induce the exchange field by proximity. It
is well known that the spontaneous spin coupling will favor
ferromagnetic order if complying with the Stoner criterion,25,26

that is, its exchange energy multiplied by the density of states is
larger than unity. Several previous works have reported the
absence of proximity effects in normal metal−FMI sys-
tems.27−31 Therefore, it would also be necessary to figure
out whether there are proximity effects in InAs-FMI hybrid
structures as a first step toward the development of complex
SE/SU/FMI tricrystal systems. Here, we investigate the
bicrystal epitaxy of the InAs/EuS “SE/FMI” system, which
shows itself as a unique hybrid material with misfit-free
epitaxial matching.

2. EXPERIMENTAL SECTION
Planar InAs layers of 50 nm were grown on 2 in. undoped (001) zinc
blende GaSb wafers (Wafer Technology Ltd.) in a solid-source Varian
GEN-II MBE system. The natural oxidized layers were desorbed from
the InAs by heating the substrate to a temperature of 525 °C
(measured with a pyrometer) under As2 overpressure protection for
360 s. The InAs layers were grown at a substrate temperature of 500
°C (measured with a pyrometer) and the growth rate was ∼0.1 nm/s.
The substrates were cooled to 300 °C under As2 overpressure and
further cooled to 200 °C after closing for the As flux. After reaching
the background pressure below 10−9 Torr, the samples were
transferred to the connected UHV deposition chamber with EuS
(without breaking UHV) that were grown with electron beam
evaporation.13 Growth procedures were not initiated before both
chambers reached background pressures below 10−10 Torr. The
substrates were placed at about 45° tilt toward the EuS source, and
the EuS growth rate was calibrated with combined TEM and quartz

crystal readout. The substrate temperature during growth was 180 °C
(measured with a thermocoupling back sensor), and the average
growth rate is 0.02 nm/s. Amorphous As or AlOx was deposited to
protect the surface from oxidation. The samples were structurally
characterized by high-angle annular dark-field (HAADF) imaging
using a Titan FEI aberration-corrected scanning transmission electron
microscope (AC-STEM). The cross-sectional lamellae were obtained
using a HELIOS 600 focused ion beam (FIB) system. The energy
band alignment was measured using soft X-ray angle-resolved
photoemission spectroscopy (SX-ARPES) with synchrotron radiation
excitation at the Swiss Light Source, Paul Scherrer Institute,
Switzerland, using the SX-ARPES end station of the high-resolution
undulator beamline ADvanced REsonant Spectroscopies (ADRESS)
operating in the energy range from 300 eV to 1.6 keV.32,33 The
combined beamline and analyzer resolutions were better than 170 and
85 meV at hυ = 1025 eV and hυ = 405 eV, respectively. The sample
temperature was ∼20 K, above the Curie temperature of EuS. The
Fermi level reference was set by the SX-ARPES spectrum of a gold
contact on the hybrid chip.

For magnetic profile studies, polarized neutron reflectivity (PNR)
measurements were performed using the reflectometer AMOR at PSI.
AMOR is operated in the focused beam (SELENE) mode34,35 and
time-of-flight (TOF) mode and it has a vertical scattering plane. PNR
data were collected under a 0.1 T magnetic field parallel to the sample
surface at temperatures above (50 K) and below (2 K) the EuS TC
(∼16 K). X-ray absorption near-edge structure (XANES) and X-ray
magnetic circular dichroism (XMCD) measurements were carried out
at beamline P09 at PETRA III (DESY) in a fluorescence mode.36 To
enhance the signal and decrease the air absorption, a silicon drift
detector was placed in vacuum and approximately 150 mm from the
thin films. The thin films were mounted inside a displex cryostat with
a base temperature of 5 K. XMCD spectra were acquired via a fast
helicity switching mode at 11.5 Hz in which the left- and right-handed

Figure 1. Cube-on-cube epitaxy of EuS on InAs. (a) HAADF STEM micrograph of a planar epitaxial InAs/EuS film. The white box defines the
enlarged region shown in (d). (b, c) GPA dilatation map of the out-of-plane (002) planes shows a single interface layer with ∼10% compression,
while the in-plane (22̅0) dilatation shows a dislocation-free and fully coherent epitaxial match. (d) Atom-resolved HAADF AC-STEM image to
show atomic arrangement near the interface. (e) Proposed model of the InAs/EuS interface with zone axis [110] and [11̅0] based on the HAADF
intensity image simulation. Structural modeling of the interfaces was performed using VESTA.46 More details are in Figure S3. (f) HAADF
intensity as a function of positions using the image from (d). The arrows with the corresponding colors in (d) show where the HAADF STEM
intensity profiles are extracted from. The atom species are determined by HAADF STEM intensity simulation. Note that the interface is just a
projection of [11̅0] from a lateral side, so there is no overlapping.
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conductor−ferromagnetic insulator InAs/EuS heterostructures and
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characteristics. The Fermi level at the InAs/EuS interface is found to
be close to the InAs conduction band and in the band gap of EuS,
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ray reflectivity measurements show that the overall ferromagnetic
component is mainly localized in the EuS thin film with a suppression
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1. INTRODUCTION
Lifting electron spin degeneracy in semiconductor materials
plays a central role in spintronics and emerging quantum
technologies. An interesting path is to combine semi-
conductors (SEs) and ferromagnetic insulators (FMIs) as the
carrier quality and tunability of the semiconductor potentially
could remain intact while the spin degeneracy is lifted by a
ferromagnetic exchange coupling. However, the material
requirements are manifold and depend on several details
such as energy band alignment and structural quality that limit
the choice of materials. Semiconductors with narrow direct
band gaps such as InAs and InSb, which have high electron
mobilities and strong spin−orbit coupling, are interesting for a
broad range of applications such as infrared detectors, terahertz
radiation sources, and quantum applications. For example,
hybrid III−V semiconductor−superconductor (SE/SU) nano-
wire materials1−6 have potential as a fault-tolerant basis for
quantum information processing.7−10 However, large external
magnetic fields are needed to enter the topological regime,
which weakens the superconducting state and complicates
scaling. Therefore, it is of interest to integrate materials that are
intrinsically topological, ideally without the need for external
applied fields. Composite tricrystals using FMIs in close
proximity to the SE/SU structure have been proposed as a

solution to realize the topological phase,11 where the effective
Zeeman splitting is induced by magnetic exchange with an
FMI phase.
Recently, magnetic exchange coupling with the Zeeman

splitting energy larger than 2.0 meV has been reported for
graphene when combined with EuS.12 Magnetization up to
1.84 μB/Bi can go into Bi2Se3 due to the proximity to EuS.13

Spin-polarized tunneling has been reported for Au/EuS/
Al,14,15 and extra Zeeman splitting in the superconducting
quasiparticle density of states has been observed in EuS/Al
films.16 EuS has a cubic rock salt structure with a small bulk
lattice mismatch to the InAs zinc blende phase (1%, <001> vs
<001>), and, importantly, single-crystal epitaxy can be
obtained at temperatures that are compatible with InAs
stability.17 Therefore, for fabricating InAs/Al/FMI systems,
Eu-based chalcogenides18,19 have larger potential than other
FMIs reported in the literature, such as ferrites,20,21 garnets,22

and layered Cr-based trihalides.23,24 On the other hand, it is
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is the so-called Majorana bound states (MBSs), which are
predicted to exist at the ends of one-dimensional p-wave
superconductors.13,14 Recently, signatures of MBSs have been
reported in various platforms: hybrid III−V semiconductor−
superconductor (SE/SU) nanowires (NWs),15−23 ferromag-
netic atomic Fe chains on Pb superconducting surface,24−27

iron-based superconductors,28−30 and most recently carbon
nanotubes with stray field induced magnetism.31

However, obtaining signatures of topological states is only
the first step toward realization of topological protected states
and applications based thereon. Reproducibility and control of
the fabrication processes on the atomic level will be needed for
an effective optimization process toward topological protec-
tion. Another concern for large scale operations comes from
needs of external magnetic fields which are used to lift the spin
degeneracies in SE/SU NWs. Therefore, it is of interest to
integrate materials that are topological without the need for
external applied fields. Composite materials using FMIs in
close proximity to a SE/SU structure have been proposed as a
solution to reach a zero-field topological state,32 where the
effective Zeeman splitting is induced by a magnetic exchange
coupling with the FMI (for example, see ref 33). However, the
uniformity of this exchange field will be critical to form an
extended topological phase, which sets requirements to the
quality of the interface between the FMIs and the SE (and/or
SU). The ideal interface will always be an impurity free and

fully coherent epitaxial interface. Moreover, a uniform
morphology is another requirement for the FMI phase as
magnetic stray fields from disordered films will penetrate the
NWs causing fluctuations in the band structure.
There have recently been reports on significant magnetic

exchange coupling from EuS in materials such as graphene and
Bi2Se3,

34,35 spin-polarized tunneling in Au/EuS/Al,36,37 and
splitting of the superconducting density of states in EuS/Al
films.38 From a structural point of view, the InAs/EuS hybrid
structure seems like an ideal hybrid for a tunable spin-lifted
semiconducting material with strong spin−orbit coupling. As
single crystal EuS epitaxy can be obtained at temperatures that
are compatible with InAs stability,39 and because EuS has a
cubic rock-salt structure with a small bulk lattice mismatch to
the cubic InAs zinc-blende phase of ∼1%, it allows for fully
coherent InAs/EuS epitaxy.40 Because of the temperature
restriction on the III−V stability, fabrication of III−V/FMI
systems, Eu-based chalcogenides41,42 seem to have larger
potential than other FMIs reported in the literature, such as
ferrites,43,44 garnets,45 and layered Cr-based trihalides.46,47

Here, we report on the tricrystal epitaxy of InAs/EuS/Al “SE−
FMI−SU” nanowires and show that these uniquely matched
materials turn out to fulfill key requirements for applications in
fields such as superconducting spintronics and topological
quantum computing.

Figure 1. InAs/EuS/Al VLS NW. (a) Scanning electron microscope (SEM) image (viewing angle 30° from normal) of InAs/EuS/Al hybrid NWs
grown vertically on the substrate. The schematic inset indicates the view directions in the following sub figures. (b) HAADF-STEM cross-sectional
micrograph obtained from the {1−100}-type facet of the NW. (c) HRTEM image obtained with zone axis transverse to the {1−100}-type facet of
the InAs/EuS/Al NW. The crystal directions of InAs, EuS, and Al are marked with arrows in parts b and c. (d) HRTEM image to show atomic
arrangement near the interface. The atomic positions are suggested by superimposing atomic columns. (e, f) Top-view of the interface with
simulated atomic positions, [11−3] EuS vs [1−100] InAs and [11−2] Al vs [11−3] EuS, to show lattice match, using the lattice constants taken
from bulk face-centered cubic Al, rock-salt EuS, and wurtzite InAs. Gray solid lines indicate primitive domains. Vectors show the parallel and
transverse directions including the corresponding residual mismatch.
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is the so-called Majorana bound states (MBSs), which are
predicted to exist at the ends of one-dimensional p-wave
superconductors.13,14 Recently, signatures of MBSs have been
reported in various platforms: hybrid III−V semiconductor−
superconductor (SE/SU) nanowires (NWs),15−23 ferromag-
netic atomic Fe chains on Pb superconducting surface,24−27

iron-based superconductors,28−30 and most recently carbon
nanotubes with stray field induced magnetism.31

However, obtaining signatures of topological states is only
the first step toward realization of topological protected states
and applications based thereon. Reproducibility and control of
the fabrication processes on the atomic level will be needed for
an effective optimization process toward topological protec-
tion. Another concern for large scale operations comes from
needs of external magnetic fields which are used to lift the spin
degeneracies in SE/SU NWs. Therefore, it is of interest to
integrate materials that are topological without the need for
external applied fields. Composite materials using FMIs in
close proximity to a SE/SU structure have been proposed as a
solution to reach a zero-field topological state,32 where the
effective Zeeman splitting is induced by a magnetic exchange
coupling with the FMI (for example, see ref 33). However, the
uniformity of this exchange field will be critical to form an
extended topological phase, which sets requirements to the
quality of the interface between the FMIs and the SE (and/or
SU). The ideal interface will always be an impurity free and

fully coherent epitaxial interface. Moreover, a uniform
morphology is another requirement for the FMI phase as
magnetic stray fields from disordered films will penetrate the
NWs causing fluctuations in the band structure.
There have recently been reports on significant magnetic

exchange coupling from EuS in materials such as graphene and
Bi2Se3,

34,35 spin-polarized tunneling in Au/EuS/Al,36,37 and
splitting of the superconducting density of states in EuS/Al
films.38 From a structural point of view, the InAs/EuS hybrid
structure seems like an ideal hybrid for a tunable spin-lifted
semiconducting material with strong spin−orbit coupling. As
single crystal EuS epitaxy can be obtained at temperatures that
are compatible with InAs stability,39 and because EuS has a
cubic rock-salt structure with a small bulk lattice mismatch to
the cubic InAs zinc-blende phase of ∼1%, it allows for fully
coherent InAs/EuS epitaxy.40 Because of the temperature
restriction on the III−V stability, fabrication of III−V/FMI
systems, Eu-based chalcogenides41,42 seem to have larger
potential than other FMIs reported in the literature, such as
ferrites,43,44 garnets,45 and layered Cr-based trihalides.46,47

Here, we report on the tricrystal epitaxy of InAs/EuS/Al “SE−
FMI−SU” nanowires and show that these uniquely matched
materials turn out to fulfill key requirements for applications in
fields such as superconducting spintronics and topological
quantum computing.

Figure 1. InAs/EuS/Al VLS NW. (a) Scanning electron microscope (SEM) image (viewing angle 30° from normal) of InAs/EuS/Al hybrid NWs
grown vertically on the substrate. The schematic inset indicates the view directions in the following sub figures. (b) HAADF-STEM cross-sectional
micrograph obtained from the {1−100}-type facet of the NW. (c) HRTEM image obtained with zone axis transverse to the {1−100}-type facet of
the InAs/EuS/Al NW. The crystal directions of InAs, EuS, and Al are marked with arrows in parts b and c. (d) HRTEM image to show atomic
arrangement near the interface. The atomic positions are suggested by superimposing atomic columns. (e, f) Top-view of the interface with
simulated atomic positions, [11−3] EuS vs [1−100] InAs and [11−2] Al vs [11−3] EuS, to show lattice match, using the lattice constants taken
from bulk face-centered cubic Al, rock-salt EuS, and wurtzite InAs. Gray solid lines indicate primitive domains. Vectors show the parallel and
transverse directions including the corresponding residual mismatch.
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is the so-called Majorana bound states (MBSs), which are
predicted to exist at the ends of one-dimensional p-wave
superconductors.13,14 Recently, signatures of MBSs have been
reported in various platforms: hybrid III−V semiconductor−
superconductor (SE/SU) nanowires (NWs),15−23 ferromag-
netic atomic Fe chains on Pb superconducting surface,24−27

iron-based superconductors,28−30 and most recently carbon
nanotubes with stray field induced magnetism.31

However, obtaining signatures of topological states is only
the first step toward realization of topological protected states
and applications based thereon. Reproducibility and control of
the fabrication processes on the atomic level will be needed for
an effective optimization process toward topological protec-
tion. Another concern for large scale operations comes from
needs of external magnetic fields which are used to lift the spin
degeneracies in SE/SU NWs. Therefore, it is of interest to
integrate materials that are topological without the need for
external applied fields. Composite materials using FMIs in
close proximity to a SE/SU structure have been proposed as a
solution to reach a zero-field topological state,32 where the
effective Zeeman splitting is induced by a magnetic exchange
coupling with the FMI (for example, see ref 33). However, the
uniformity of this exchange field will be critical to form an
extended topological phase, which sets requirements to the
quality of the interface between the FMIs and the SE (and/or
SU). The ideal interface will always be an impurity free and

fully coherent epitaxial interface. Moreover, a uniform
morphology is another requirement for the FMI phase as
magnetic stray fields from disordered films will penetrate the
NWs causing fluctuations in the band structure.
There have recently been reports on significant magnetic

exchange coupling from EuS in materials such as graphene and
Bi2Se3,

34,35 spin-polarized tunneling in Au/EuS/Al,36,37 and
splitting of the superconducting density of states in EuS/Al
films.38 From a structural point of view, the InAs/EuS hybrid
structure seems like an ideal hybrid for a tunable spin-lifted
semiconducting material with strong spin−orbit coupling. As
single crystal EuS epitaxy can be obtained at temperatures that
are compatible with InAs stability,39 and because EuS has a
cubic rock-salt structure with a small bulk lattice mismatch to
the cubic InAs zinc-blende phase of ∼1%, it allows for fully
coherent InAs/EuS epitaxy.40 Because of the temperature
restriction on the III−V stability, fabrication of III−V/FMI
systems, Eu-based chalcogenides41,42 seem to have larger
potential than other FMIs reported in the literature, such as
ferrites,43,44 garnets,45 and layered Cr-based trihalides.46,47

Here, we report on the tricrystal epitaxy of InAs/EuS/Al “SE−
FMI−SU” nanowires and show that these uniquely matched
materials turn out to fulfill key requirements for applications in
fields such as superconducting spintronics and topological
quantum computing.

Figure 1. InAs/EuS/Al VLS NW. (a) Scanning electron microscope (SEM) image (viewing angle 30° from normal) of InAs/EuS/Al hybrid NWs
grown vertically on the substrate. The schematic inset indicates the view directions in the following sub figures. (b) HAADF-STEM cross-sectional
micrograph obtained from the {1−100}-type facet of the NW. (c) HRTEM image obtained with zone axis transverse to the {1−100}-type facet of
the InAs/EuS/Al NW. The crystal directions of InAs, EuS, and Al are marked with arrows in parts b and c. (d) HRTEM image to show atomic
arrangement near the interface. The atomic positions are suggested by superimposing atomic columns. (e, f) Top-view of the interface with
simulated atomic positions, [11−3] EuS vs [1−100] InAs and [11−2] Al vs [11−3] EuS, to show lattice match, using the lattice constants taken
from bulk face-centered cubic Al, rock-salt EuS, and wurtzite InAs. Gray solid lines indicate primitive domains. Vectors show the parallel and
transverse directions including the corresponding residual mismatch.
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Freestanding semiconducting nanowires can be thought of
as one-dimensional “substrates” that allow hybrid epitaxial
growth on selected facets from all radial directions. This
flexibility opens for a variety of advanced design possibilities of
heterostructures that could lead to quantum wires with novel
properties. One interesting path involves epitaxy of both a
superconductor and a ferromagnetic insulator on the semi-
conductor NW facets, due to the potential of opening a
topologically protected gap without external magnetic field.32

Obviously, many detailed requirements for the morphology,
crystal structure, and composition need to be fulfilled for
realizing such an isolated hybrid quantum state. To realize
high-quality interfaces and well-defined crystal orientations we
performed tricrystal epitaxy of InAs/EuS/Al NWs where the
InAs NW is grown vertically on the substrate via the vapor−
liquid−solid (VLS) method,48 and the subsequent growth of
EuS and Al on the InAs NW facets is carried out in situ
without breaking the ultrahigh vacuum (see the Methods
section for detail). The InAs/EuS/Al NWs are approximately
10 μm long, and 100 nm in diameter (Figure 1a). These
nanowires can be grown with two different types of sidefacet
families: {11−20} and {1−100}. In Figure 1, the EuS of ∼4.5
nm was grown on two of the six dominant {1−100}-type side
facets followed by ∼6 nm of Al deposited on two side facets
overlapping one side facet with EuS. The area shown with the
cross-section atom-resolved high-angle annular dark-field
(HAADF) aberration corrected scanning transmission electron
microscope (AC-STEM) image in Figure 1b corresponds to
one of the {1−100}-type facets. The high-resolution trans-
mission electron microscopy (HRTEM) image along the NW
growth direction in Figure 1c further confirms the domain
match in Figure 1b. The EuS structure shows no rotation in
this orientation, while a more complex hybrid structure appears
on the {11−20}-type side facets, which are presented in the
Supporting Information, Figure S1. The corresponding
indexed power spectrum in Figure S2 shows the tricrystal
epitaxial relationship where the zone axes of InAs [1−100]//
EuS [1−10]//Al [1−10] are aligned. The atomic positions are
highlighted by superimposed atomic columns on both the
InAs/EuS and EuS/Al interface in Figure 1d. The correspond-
ing atomic position simulation on a top-view in Figure 1e
shows a remarkable epitaxial relationship between rock-salt
EuS and wurtzite InAs (3[332]/4[000−1], 0.0%)∥ × (1[1−10]/

1[11−20], −1.5%)⊥ (the notation method follows the same
definition given in the previous report49). Therefore, it appears
that only the lowest free energy bicrystal match is formed with
grain boundary free EuS phases along the axis of the NWs (see
Figure S3), however, with a surface layer thickness variation
around 1 nm. The top-view of the interfacial atomic positions,
using relaxed bulk lattice parameters, shows the epitaxial
relationship of Al on EuS (4[−1−1−1]/3[332], 0.2%)∥ × (3[1−10]/
2[1−10], 1.8%)⊥ in Figure 1f. The bicrystal variant degeneracy is
2 while the order of PRS is 1, which means there should be two
degenerated Al orientations.
To examine the magnetic stray fields of VLS grown InAs/

EuS/Al NWs we probe the field distribution using a scanning
Superconducting QUantum Interference Device (SQUID)
measurement setup50 from which we extract detailed
information about the ferromagnetic domain structure. The
field lines of a single ferromagnetic domain aligning parallel to
the VLS NW axis are illustrated in the inset of Figure 2a. The
illustration is overlaid with a SQUID measurement of a 10 μm
long VLS grown InAs NW to demonstrate the correspondence
between the magnetic field and the SQUID image. The NW is
grown with ∼4.5 nm EuS and ∼6 nm Al on facets as described
in Figure 1. The NW magnetometry at 5 K demonstrates the
feature of a single magnetic domain (Figure 2a), taking into
account the shape of the SQUID probe itself (the inset of
Figure 2a). The SQUID mapping was further executed on the
whole area with transferred NWs cooled to 5 K with a minor
external field of 65 Oe for saturation. In the mapping, each
magnetic dipole can be matched to a single NW in Figure 2b
(more details are shown in Figure S4, and the corresponding
peak-to-peak magnetometry signal is listed in Table S1). It is
also found that the magnetization directions are always along
the NW axis. The DC scanning result (Figure S5) indicates the
Curie temperature at 19 K, slightly higher than that of bulk
EuS (16−17 K).
To avoid variations in the potential along the NWs, it is

important to minimize the contribution of the magnetic stray
field of EuS penetrating into the NWs. The external magnetic
field is simulated based on the current InAs/EuS/Al NW
structure. For details about the field simulation and the
distribution of the total magnetic field and the magnetic field
along [0001] inside the InAs NW, see the Supporting
Information and Figure S7. The single domain simulation

Figure 2. Magnetization of InAs/EuS/Al VLS NWs. (a) SQUID measurement of a 10 μm long InAs/EuS/Al VLS NW at 5 K. The SQUID
measures an out-of-plane magnetic flux at both ends of the wire, shown in blue and yellow. Inset schematics show the field lines from the dipole,
how they are picked up by the SQUID, and the SQUID point-spread-function as measured by imaging a superconducting vortex. (b) SQUID
mapping on the area having randomly oriented InAs/EuS/Al VLS NWs. The one-to-one relation is confirmed between the measured dipoles and
the NWs, among which one NW is zoomed in. The edge of the overlapping optical microscope image is marked with dashed lines.
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ABSTRACT: Nanowires can serve as flexible substrates for
hybrid epitaxial growth on selected facets, allowing for the
design of heterostructures with complex material combina-
tions and geometries. In this work we report on hybrid epitaxy
of freestanding vapor−liquid−solid grown and in-plane
selective area grown semiconductor−ferromagnetic insula-
tor−superconductor (InAs/EuS/Al) nanowire heterostruc-
tures. We study the crystal growth and complex epitaxial
matching of wurtzite and zinc-blende InAs/rock-salt EuS
interfaces as well as rock-salt EuS/face-centered cubic Al
interfaces. Because of the magnetic anisotropy originating from the nanowire shape, the magnetic structure of the EuS phase is
easily tuned into single magnetic domains. This effect efficiently ejects the stray field lines along the nanowires. With tunnel
spectroscopy measurements of the density of states, we show that the material has a hard induced superconducting gap, and
magnetic hysteretic evolution which indicates that the magnetic exchange fields are not negligible. These hybrid nanowires fulfill
key material requirements for serving as a platform for spin-based quantum applications, such as scalable topological quantum
computing.
KEYWORDS: Nanowire growth, hybrid nanowires, ferromagnetic exchange, superconducting proximity, hybrid epitaxy

Materials combining ferromagnetism and semiconductiv-
ity have been a long-standing goal for spin-based

electronics.1,2 A main challenge is related to the fact that most
ferromagnets are metallic and therefore not tunable. Inducing
magnetism from ferromagnetic insulators (FMIs) could
overcome this challenge. However, the device performance
and reliability will depend on the band alignment and not the
least the detailed structural quality. Especially, eliminating
crystal defects and impurities plays a critical role in the
development of spin-based quantum applications where
reliable lifting of the spin degeneracies is key to technology
realization. Topological materials are a class of materials which
hold promise in quantum information processing as a fault
tolerant basis for operations of topologically protected

quasiparticles.3−6 Due to its ultrapure environment, molecular
beam epitaxy (MBE) has been the preferred synthesis method
for such materials with examples like high-mobility two-
dimensional semiconductors (GaAs/AlGaAs7 and HgTe/
HgCdTe8), that have revealed quantum Hall states (fractional
or spin), topological insulator−superconductor heterostruc-
tures (nonmagnetic Bi2Te3/NbSe2,

9,10 and ferromagnetic
(CrxBiySb1−x−y)2Te3/Nb

11,12) which have shown states of
different topological order. Another class of topological states
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Freestanding semiconducting nanowires can be thought of
as one-dimensional “substrates” that allow hybrid epitaxial
growth on selected facets from all radial directions. This
flexibility opens for a variety of advanced design possibilities of
heterostructures that could lead to quantum wires with novel
properties. One interesting path involves epitaxy of both a
superconductor and a ferromagnetic insulator on the semi-
conductor NW facets, due to the potential of opening a
topologically protected gap without external magnetic field.32

Obviously, many detailed requirements for the morphology,
crystal structure, and composition need to be fulfilled for
realizing such an isolated hybrid quantum state. To realize
high-quality interfaces and well-defined crystal orientations we
performed tricrystal epitaxy of InAs/EuS/Al NWs where the
InAs NW is grown vertically on the substrate via the vapor−
liquid−solid (VLS) method,48 and the subsequent growth of
EuS and Al on the InAs NW facets is carried out in situ
without breaking the ultrahigh vacuum (see the Methods
section for detail). The InAs/EuS/Al NWs are approximately
10 μm long, and 100 nm in diameter (Figure 1a). These
nanowires can be grown with two different types of sidefacet
families: {11−20} and {1−100}. In Figure 1, the EuS of ∼4.5
nm was grown on two of the six dominant {1−100}-type side
facets followed by ∼6 nm of Al deposited on two side facets
overlapping one side facet with EuS. The area shown with the
cross-section atom-resolved high-angle annular dark-field
(HAADF) aberration corrected scanning transmission electron
microscope (AC-STEM) image in Figure 1b corresponds to
one of the {1−100}-type facets. The high-resolution trans-
mission electron microscopy (HRTEM) image along the NW
growth direction in Figure 1c further confirms the domain
match in Figure 1b. The EuS structure shows no rotation in
this orientation, while a more complex hybrid structure appears
on the {11−20}-type side facets, which are presented in the
Supporting Information, Figure S1. The corresponding
indexed power spectrum in Figure S2 shows the tricrystal
epitaxial relationship where the zone axes of InAs [1−100]//
EuS [1−10]//Al [1−10] are aligned. The atomic positions are
highlighted by superimposed atomic columns on both the
InAs/EuS and EuS/Al interface in Figure 1d. The correspond-
ing atomic position simulation on a top-view in Figure 1e
shows a remarkable epitaxial relationship between rock-salt
EuS and wurtzite InAs (3[332]/4[000−1], 0.0%)∥ × (1[1−10]/

1[11−20], −1.5%)⊥ (the notation method follows the same
definition given in the previous report49). Therefore, it appears
that only the lowest free energy bicrystal match is formed with
grain boundary free EuS phases along the axis of the NWs (see
Figure S3), however, with a surface layer thickness variation
around 1 nm. The top-view of the interfacial atomic positions,
using relaxed bulk lattice parameters, shows the epitaxial
relationship of Al on EuS (4[−1−1−1]/3[332], 0.2%)∥ × (3[1−10]/
2[1−10], 1.8%)⊥ in Figure 1f. The bicrystal variant degeneracy is
2 while the order of PRS is 1, which means there should be two
degenerated Al orientations.
To examine the magnetic stray fields of VLS grown InAs/

EuS/Al NWs we probe the field distribution using a scanning
Superconducting QUantum Interference Device (SQUID)
measurement setup50 from which we extract detailed
information about the ferromagnetic domain structure. The
field lines of a single ferromagnetic domain aligning parallel to
the VLS NW axis are illustrated in the inset of Figure 2a. The
illustration is overlaid with a SQUID measurement of a 10 μm
long VLS grown InAs NW to demonstrate the correspondence
between the magnetic field and the SQUID image. The NW is
grown with ∼4.5 nm EuS and ∼6 nm Al on facets as described
in Figure 1. The NW magnetometry at 5 K demonstrates the
feature of a single magnetic domain (Figure 2a), taking into
account the shape of the SQUID probe itself (the inset of
Figure 2a). The SQUID mapping was further executed on the
whole area with transferred NWs cooled to 5 K with a minor
external field of 65 Oe for saturation. In the mapping, each
magnetic dipole can be matched to a single NW in Figure 2b
(more details are shown in Figure S4, and the corresponding
peak-to-peak magnetometry signal is listed in Table S1). It is
also found that the magnetization directions are always along
the NW axis. The DC scanning result (Figure S5) indicates the
Curie temperature at 19 K, slightly higher than that of bulk
EuS (16−17 K).
To avoid variations in the potential along the NWs, it is

important to minimize the contribution of the magnetic stray
field of EuS penetrating into the NWs. The external magnetic
field is simulated based on the current InAs/EuS/Al NW
structure. For details about the field simulation and the
distribution of the total magnetic field and the magnetic field
along [0001] inside the InAs NW, see the Supporting
Information and Figure S7. The single domain simulation

Figure 2. Magnetization of InAs/EuS/Al VLS NWs. (a) SQUID measurement of a 10 μm long InAs/EuS/Al VLS NW at 5 K. The SQUID
measures an out-of-plane magnetic flux at both ends of the wire, shown in blue and yellow. Inset schematics show the field lines from the dipole,
how they are picked up by the SQUID, and the SQUID point-spread-function as measured by imaging a superconducting vortex. (b) SQUID
mapping on the area having randomly oriented InAs/EuS/Al VLS NWs. The one-to-one relation is confirmed between the measured dipoles and
the NWs, among which one NW is zoomed in. The edge of the overlapping optical microscope image is marked with dashed lines.
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Notice that the positions of independent variables 𝜏ଵ and 𝜏ଶ between the function Ξଵ and Ξଶ, between the function 
Ξଷ and Ξସ are shifted, while the function forms are kept consistent. 

Based on the equations (5), (6), (8)-(14), the field can be decided as long as the size of the magnet (a, b, c), the 
position of the point in space ሺ𝑥, 𝑦, 𝑧ሻ and the magnetization 𝑀௦ (or the magnetization per unit length 𝑚௦) are 
known. 

The magnitude of B in Fig. S7a is obtained via: 

|𝑩| ൌ ห𝐵௫𝒊  𝐵௬𝒋  𝐵௭𝒌ห ൌ ට𝐵௫
ଶ  𝐵௬

ଶ  𝐵௭
ଶ                                                    ሺ15ሻ 

And B// in Fig. S7b is the field component along z axis 𝐵௭. 

The parameters to demonstrate simulation in the context: 

1. The size of the magnet is based on that of EuS layers, which is 10 µm × 50 nm × 3 nm. 
2. The average NW magnetization 3 × 107 µB/µm is employed based on estimation of the peak-to-peak 

magnetometry. It is not reliable because too many assumption will be imported during estimation but could 
be seen as a reasonable reference. 

 

 

Figure S7 | The magnetic field simulation. a, A simulation of the total magnetic fields of a NW, with the model 
shown below the curves, which indicates most of the fields at two ends of NWs. b, A simulated magnetic field 
parallel to [0001] InAs of a NW. The inset provides information about the simulation of magnetic fields. 
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ABSTRACT: Nanowires can serve as flexible substrates for
hybrid epitaxial growth on selected facets, allowing for the
design of heterostructures with complex material combina-
tions and geometries. In this work we report on hybrid epitaxy
of freestanding vapor−liquid−solid grown and in-plane
selective area grown semiconductor−ferromagnetic insula-
tor−superconductor (InAs/EuS/Al) nanowire heterostruc-
tures. We study the crystal growth and complex epitaxial
matching of wurtzite and zinc-blende InAs/rock-salt EuS
interfaces as well as rock-salt EuS/face-centered cubic Al
interfaces. Because of the magnetic anisotropy originating from the nanowire shape, the magnetic structure of the EuS phase is
easily tuned into single magnetic domains. This effect efficiently ejects the stray field lines along the nanowires. With tunnel
spectroscopy measurements of the density of states, we show that the material has a hard induced superconducting gap, and
magnetic hysteretic evolution which indicates that the magnetic exchange fields are not negligible. These hybrid nanowires fulfill
key material requirements for serving as a platform for spin-based quantum applications, such as scalable topological quantum
computing.
KEYWORDS: Nanowire growth, hybrid nanowires, ferromagnetic exchange, superconducting proximity, hybrid epitaxy

Materials combining ferromagnetism and semiconductiv-
ity have been a long-standing goal for spin-based

electronics.1,2 A main challenge is related to the fact that most
ferromagnets are metallic and therefore not tunable. Inducing
magnetism from ferromagnetic insulators (FMIs) could
overcome this challenge. However, the device performance
and reliability will depend on the band alignment and not the
least the detailed structural quality. Especially, eliminating
crystal defects and impurities plays a critical role in the
development of spin-based quantum applications where
reliable lifting of the spin degeneracies is key to technology
realization. Topological materials are a class of materials which
hold promise in quantum information processing as a fault
tolerant basis for operations of topologically protected

quasiparticles.3−6 Due to its ultrapure environment, molecular
beam epitaxy (MBE) has been the preferred synthesis method
for such materials with examples like high-mobility two-
dimensional semiconductors (GaAs/AlGaAs7 and HgTe/
HgCdTe8), that have revealed quantum Hall states (fractional
or spin), topological insulator−superconductor heterostruc-
tures (nonmagnetic Bi2Te3/NbSe2,

9,10 and ferromagnetic
(CrxBiySb1−x−y)2Te3/Nb

11,12) which have shown states of
different topological order. Another class of topological states
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2

of device batches showed subgap features in bias spec-
troscopy as reported here. Others showed no subgap
features or a soft superconducting gap. Devices 7 and
8, with adjacent but non-overlapping Al and EuS shells,
showed unsuppressed superconductivity in the Al shell,
little dependence on field, and no subgap features (see
Figs. S1 and S2 in Supplemental Material). We draw
attention to the observation that non-overlapping shells
of EuS and Al do not produce the subgap features seen
when the shells overlap. This is an important di↵erence
from an earlier proposal along these lines [7].

We begin by investigating the superconducting prop-
erties of the coupled Al/EuS shell. Di↵erential resis-
tance, RS = dVS/dIS, measured in a four-terminal con-
figuration for device 1 as a function of temperature, T ,
yielded a zero-field critical temperature TC0 = 0.8 K
[Fig. 1(a)], lower than the bulk value of 1.2 K. These
data were taken around zero dc current bias after ramp-
ing the external magnetic field applied along the wire
axis to µ0Hk = 150 mT and then back to zero. In ad-
dition to the reduced TC, the base-temperature critical
current, IC, measured for device 1 displayed a charac-
teristic evolution with Hk that depended on sweep di-
rection [Figs. 1(b,c)]. Moving from negative to posi-
tive field, a finite IC first appeared around �50 mT, in-
creasing rapidly toward zero field. As the field passed
through zero, IC continued increasing, peaking around
+11 mT, then rapidly decreasing and smoothly vanish-
ing at around +50 mT [Fig. 1(b)]. The reverse evolu-
tion of IC was observed when sweeping Hk from positive
to negative, with the sharp peak at µ0Hk = �11 mT
[Fig. 1(c)]. The reduced TC and hysteretic behavior are
consistent with an exchange coupling between the Al and
the EuS, which becomes magnetized along the wire axis
then switches direction hysteretically with a switching
(coercive) field of ⇠ ±11 mT. We note that above the
coercive field, forward and backward sweeps overlap, and
do not show discontinuities or hysteresis in the onset of
critical current at higher applied fields (⇠ 50 mT). This
observation suggests a continuous decrease to zero of the
superconducting order parameter, relevant for later dis-
cussion.

As a control, similar measurements on a nanowire with
Al and EuS on non-overlapping facets showed unsup-
pressed TC = 1.5 K (enhanced compared to bulk due
to thinness of Al [23]) and very little hysteresis (see
Fig. S1 in Supplemental Material). The striking con-
trast between wires with overlapping versus adjacent
non-overlapping shells of Al and EuS suggests that the
relevant exchange coupling is directly between the EuS
and the Al, and that the overlap is necessary for sizable
exchange coupling.

From the dependence of IC on Hk in Fig. 1 and know-
ing TC0, we infer a related evolution of TC with Hk using

the relation TC(Hk) = TC0[IC(Hk)/IC0]2/3, where IC0 is
the zero-field critical current [24] (see Supplemental Ma-
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Fig. 1. (a) Four-probe di↵erential resistance of the Al/EuS
shell, RS, measured for device 1 around zero bias as a function
of temperature, T , shows a critical temperature TC0 ⇠ 0.8 K.
Left Inset: Colorized micrograph of device 1 showing mea-
surement set-up. Right inset: Schematic wire cross-section
showing orientation of partly-overlapping EuS and Al shells.
(b,c) RS as a function of applied magnetic field along wire
axis, Hk, and current bias, IS, sweeping Hk from (b) negative
to positive and (c) positive to negative. (d) E↵ective Zeeman
field, Be↵(Hk) from pair-breaking analysis using IC from (b)
and (c), see Supplemental Material. Remanent e↵ective field
is Be↵(Hk = 0) ⇠ 1.3 T.

terial). The extracted TC(Hk) for device 1 (see Fig. S3
in Supplemental Material) yields TC0 = 0.8 K, which in-
creases to ⇠ 1.4 K around the coercive magnetic fields,
±11 mT. To estimate the e↵ective Zeeman field gener-
ated by the interaction of Al with EuS, we associate the
suppression of TC (inferred from IC) with the magnetic
interaction using a mean-field model, introducing a pair-
breaking parameter, ↵(Hk) [25, 26], and defining an ef-
fective Zeeman field proportional to the pair breaking
parameter, Be↵ = ↵/µB, appropriate for weak spin-orbit
coupling in the Al [26]. The Abrikosov-Gorkov expres-
sion for TC(↵) yields the magnetization curve, Be↵(Hk)
shown in Fig. 1(d) (see Supplemental Material for de-
tails). This model is designed to give a rough estimate
of e↵ective field, and does not take into account, for in-
stance, ballistic e↵ects in clean Al [10, 13] or e↵ects of
spin-orbit coupling from the InAs or spin-flip scattering
[12, 27] from the rough Al-EuS interface, all of which
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of device batches showed subgap features in bias spec-
troscopy as reported here. Others showed no subgap
features or a soft superconducting gap. Devices 7 and
8, with adjacent but non-overlapping Al and EuS shells,
showed unsuppressed superconductivity in the Al shell,
little dependence on field, and no subgap features (see
Figs. S1 and S2 in Supplemental Material). We draw
attention to the observation that non-overlapping shells
of EuS and Al do not produce the subgap features seen
when the shells overlap. This is an important di↵erence
from an earlier proposal along these lines [7].

We begin by investigating the superconducting prop-
erties of the coupled Al/EuS shell. Di↵erential resis-
tance, RS = dVS/dIS, measured in a four-terminal con-
figuration for device 1 as a function of temperature, T ,
yielded a zero-field critical temperature TC0 = 0.8 K
[Fig. 1(a)], lower than the bulk value of 1.2 K. These
data were taken around zero dc current bias after ramp-
ing the external magnetic field applied along the wire
axis to µ0Hk = 150 mT and then back to zero. In ad-
dition to the reduced TC, the base-temperature critical
current, IC, measured for device 1 displayed a charac-
teristic evolution with Hk that depended on sweep di-
rection [Figs. 1(b,c)]. Moving from negative to posi-
tive field, a finite IC first appeared around �50 mT, in-
creasing rapidly toward zero field. As the field passed
through zero, IC continued increasing, peaking around
+11 mT, then rapidly decreasing and smoothly vanish-
ing at around +50 mT [Fig. 1(b)]. The reverse evolu-
tion of IC was observed when sweeping Hk from positive
to negative, with the sharp peak at µ0Hk = �11 mT
[Fig. 1(c)]. The reduced TC and hysteretic behavior are
consistent with an exchange coupling between the Al and
the EuS, which becomes magnetized along the wire axis
then switches direction hysteretically with a switching
(coercive) field of ⇠ ±11 mT. We note that above the
coercive field, forward and backward sweeps overlap, and
do not show discontinuities or hysteresis in the onset of
critical current at higher applied fields (⇠ 50 mT). This
observation suggests a continuous decrease to zero of the
superconducting order parameter, relevant for later dis-
cussion.

As a control, similar measurements on a nanowire with
Al and EuS on non-overlapping facets showed unsup-
pressed TC = 1.5 K (enhanced compared to bulk due
to thinness of Al [23]) and very little hysteresis (see
Fig. S1 in Supplemental Material). The striking con-
trast between wires with overlapping versus adjacent
non-overlapping shells of Al and EuS suggests that the
relevant exchange coupling is directly between the EuS
and the Al, and that the overlap is necessary for sizable
exchange coupling.

From the dependence of IC on Hk in Fig. 1 and know-
ing TC0, we infer a related evolution of TC with Hk using

the relation TC(Hk) = TC0[IC(Hk)/IC0]2/3, where IC0 is
the zero-field critical current [24] (see Supplemental Ma-
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Fig. 1. (a) Four-probe di↵erential resistance of the Al/EuS
shell, RS, measured for device 1 around zero bias as a function
of temperature, T , shows a critical temperature TC0 ⇠ 0.8 K.
Left Inset: Colorized micrograph of device 1 showing mea-
surement set-up. Right inset: Schematic wire cross-section
showing orientation of partly-overlapping EuS and Al shells.
(b,c) RS as a function of applied magnetic field along wire
axis, Hk, and current bias, IS, sweeping Hk from (b) negative
to positive and (c) positive to negative. (d) E↵ective Zeeman
field, Be↵(Hk) from pair-breaking analysis using IC from (b)
and (c), see Supplemental Material. Remanent e↵ective field
is Be↵(Hk = 0) ⇠ 1.3 T.

terial). The extracted TC(Hk) for device 1 (see Fig. S3
in Supplemental Material) yields TC0 = 0.8 K, which in-
creases to ⇠ 1.4 K around the coercive magnetic fields,
±11 mT. To estimate the e↵ective Zeeman field gener-
ated by the interaction of Al with EuS, we associate the
suppression of TC (inferred from IC) with the magnetic
interaction using a mean-field model, introducing a pair-
breaking parameter, ↵(Hk) [25, 26], and defining an ef-
fective Zeeman field proportional to the pair breaking
parameter, Be↵ = ↵/µB, appropriate for weak spin-orbit
coupling in the Al [26]. The Abrikosov-Gorkov expres-
sion for TC(↵) yields the magnetization curve, Be↵(Hk)
shown in Fig. 1(d) (see Supplemental Material for de-
tails). This model is designed to give a rough estimate
of e↵ective field, and does not take into account, for in-
stance, ballistic e↵ects in clean Al [10, 13] or e↵ects of
spin-orbit coupling from the InAs or spin-flip scattering
[12, 27] from the rough Al-EuS interface, all of which
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of device batches showed subgap features in bias spec-
troscopy as reported here. Others showed no subgap
features or a soft superconducting gap. Devices 7 and
8, with adjacent but non-overlapping Al and EuS shells,
showed unsuppressed superconductivity in the Al shell,
little dependence on field, and no subgap features (see
Figs. S1 and S2 in Supplemental Material). We draw
attention to the observation that non-overlapping shells
of EuS and Al do not produce the subgap features seen
when the shells overlap. This is an important di↵erence
from an earlier proposal along these lines [7].

We begin by investigating the superconducting prop-
erties of the coupled Al/EuS shell. Di↵erential resis-
tance, RS = dVS/dIS, measured in a four-terminal con-
figuration for device 1 as a function of temperature, T ,
yielded a zero-field critical temperature TC0 = 0.8 K
[Fig. 1(a)], lower than the bulk value of 1.2 K. These
data were taken around zero dc current bias after ramp-
ing the external magnetic field applied along the wire
axis to µ0Hk = 150 mT and then back to zero. In ad-
dition to the reduced TC, the base-temperature critical
current, IC, measured for device 1 displayed a charac-
teristic evolution with Hk that depended on sweep di-
rection [Figs. 1(b,c)]. Moving from negative to posi-
tive field, a finite IC first appeared around �50 mT, in-
creasing rapidly toward zero field. As the field passed
through zero, IC continued increasing, peaking around
+11 mT, then rapidly decreasing and smoothly vanish-
ing at around +50 mT [Fig. 1(b)]. The reverse evolu-
tion of IC was observed when sweeping Hk from positive
to negative, with the sharp peak at µ0Hk = �11 mT
[Fig. 1(c)]. The reduced TC and hysteretic behavior are
consistent with an exchange coupling between the Al and
the EuS, which becomes magnetized along the wire axis
then switches direction hysteretically with a switching
(coercive) field of ⇠ ±11 mT. We note that above the
coercive field, forward and backward sweeps overlap, and
do not show discontinuities or hysteresis in the onset of
critical current at higher applied fields (⇠ 50 mT). This
observation suggests a continuous decrease to zero of the
superconducting order parameter, relevant for later dis-
cussion.

As a control, similar measurements on a nanowire with
Al and EuS on non-overlapping facets showed unsup-
pressed TC = 1.5 K (enhanced compared to bulk due
to thinness of Al [23]) and very little hysteresis (see
Fig. S1 in Supplemental Material). The striking con-
trast between wires with overlapping versus adjacent
non-overlapping shells of Al and EuS suggests that the
relevant exchange coupling is directly between the EuS
and the Al, and that the overlap is necessary for sizable
exchange coupling.

From the dependence of IC on Hk in Fig. 1 and know-
ing TC0, we infer a related evolution of TC with Hk using

the relation TC(Hk) = TC0[IC(Hk)/IC0]2/3, where IC0 is
the zero-field critical current [24] (see Supplemental Ma-
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Fig. 1. (a) Four-probe di↵erential resistance of the Al/EuS
shell, RS, measured for device 1 around zero bias as a function
of temperature, T , shows a critical temperature TC0 ⇠ 0.8 K.
Left Inset: Colorized micrograph of device 1 showing mea-
surement set-up. Right inset: Schematic wire cross-section
showing orientation of partly-overlapping EuS and Al shells.
(b,c) RS as a function of applied magnetic field along wire
axis, Hk, and current bias, IS, sweeping Hk from (b) negative
to positive and (c) positive to negative. (d) E↵ective Zeeman
field, Be↵(Hk) from pair-breaking analysis using IC from (b)
and (c), see Supplemental Material. Remanent e↵ective field
is Be↵(Hk = 0) ⇠ 1.3 T.

terial). The extracted TC(Hk) for device 1 (see Fig. S3
in Supplemental Material) yields TC0 = 0.8 K, which in-
creases to ⇠ 1.4 K around the coercive magnetic fields,
±11 mT. To estimate the e↵ective Zeeman field gener-
ated by the interaction of Al with EuS, we associate the
suppression of TC (inferred from IC) with the magnetic
interaction using a mean-field model, introducing a pair-
breaking parameter, ↵(Hk) [25, 26], and defining an ef-
fective Zeeman field proportional to the pair breaking
parameter, Be↵ = ↵/µB, appropriate for weak spin-orbit
coupling in the Al [26]. The Abrikosov-Gorkov expres-
sion for TC(↵) yields the magnetization curve, Be↵(Hk)
shown in Fig. 1(d) (see Supplemental Material for de-
tails). This model is designed to give a rough estimate
of e↵ective field, and does not take into account, for in-
stance, ballistic e↵ects in clean Al [10, 13] or e↵ects of
spin-orbit coupling from the InAs or spin-flip scattering
[12, 27] from the rough Al-EuS interface, all of which
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Al and EuS shells showed unsupressed superconductivity
in the Al shell, little dependence on field, and no subgap
features (see Extended Data Figs. 1 and 2).

We begin by investigating the superconducting prop-
erties of the coupled Al/EuS shell. Di↵erential resis-
tance, RS = dVS/dIS, measured in a four-terminal con-
figuration for device 1 as a function of temperature, T ,
yielded a zero-field critical temperature TC0 = 0.8 K
[Fig. 1(a)], lower than the bulk value of 1.2 K. These
data were taken around zero dc current bias after ramp-
ing the external magnetic field applied along the wire
axis to µ0Hk = 150 mT and then back to zero. In ad-
dition to the reduced TC, the base-temperature critical
current, IC, measured for device 1 displayed a character-
istic evolution with Hk that depended on sweep direction
[Figs. 1(b,c)]. Moving from negative to positive field, a fi-
nite IC first appeared around �50 mT, increasing rapidly
toward zero field. As the field passed through 0, IC con-
tinued increasing, peaking around +11 mT, then rapidly
decreasing and smoothly vanishing at round +50 mT
[Fig. 1(b)]. The reverse evolution of IC was observed
when sweeping Hk from positive to negative, with the
sharp peak at Hk = �11 mT [Fig. 1(c)]. The reduced TC

and hysteretic behavior are consistent with an exchange
coupling between the Al and the EuS, which becomes
magnetized along the wire axis then switches direction
with a switching (coercive) field of ⇠ ±11 mT.

As a control, similar measurements on a nanowire with
Al and EuS on non-overlapping facets showed unsup-
pressed TC = 1.5 K (enhanced compared to bulk due
to thinness of Al [24]) and very little hysteresis (see Ex-
tended Data Fig. 1). The striking contrast between wires
with overlapping versus adjacent non-overlapping shells
of Al and EuS suggests that the relevant exchange cou-
pling is directly between the EuS and the Al, and that
the overlap is necessary for sizable exchange coupling.

From the dependence of IC on Hk in Fig. 1 and know-
ing TC0, we infer a related evolution of TC with Hk us-

ing the relation TC(Hk) = TC0[IC(Hk)/IC0]2/3, where
IC0 is the zero-field critical current [25] (see Methods).
The extracted TC(Hk) for device 1 (see Extended Data
Fig. 3) yields TC0 = 0.8 K that increases to ⇠ 1.4 K
around the coercive magnetic fields, ±11 mT. The sup-
pression of TC by magnetic interaction can be described
within mean-field theory by a pair-breaking parameter,
↵ [26, 27]. Taking the primary e↵ect of the magnetized
EuS to be spin polarization in the superconductor, we in-
troduce an e↵ective Zeeman field, Be↵ , in the supercon-
ductor, and take pair breaking to be proportional to the
e↵ective field, ↵ = µBBe↵ [27], which together with the
Abrikosov-Gorkov expression for TC(↵) yields the magne-
tization curve, Be↵ as function of Hk, shown in Fig. 1(d)
(see Methods for details). The remanent e↵ective field af-
ter returning to zero applied field, |Be↵(Hk = 0)| ⇠ 1.3 T
is consistent with previously measured values [28, 29].
Zeeman fields of ⇠ 1 T were previously found su�cient
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Fig. 1. Al/EuS shell characteristics. (a) Four-probe dif-
ferential resistance of the Al/EuS shell, RS, measured for
device 1 around zero bias as a function of temperature, T ,
shows a critical temperature TC0 ⇠ 0.8 K. Left Inset: Col-
orized micrograph of device 1 showing measurement set-up.
Right inset: Schematic wire cross-section showing orientation
of partly-overlapping EuS and Al shells. (b,c) RS as a func-
tion of applied magnetic field along wire axis, Hk, and current
bias, IS, sweeping Hk from negative to positive (b) and posi-
tive to negative (c). (d) E↵ective Zeeman field, Be↵(Hk) from
pair-breaking analysis using IC from (b) and (c), see Methods.
Remanent e↵ective field is Be↵(Hk = 0) ⇠ 1.3 T.

to induce topological superconductivity in hybrid InAs
wires without EuS [30].
Turning to bias spectroscopy, we measured di↵eren-

tial conductance, G = dI/dV across the gate-controlled
tunnel barrier at the end of the hybrid nanowire into
a normal contact as a function of source-drain bias, V
[Fig. 2(a)]. For weak tunneling, G is proportional to
the density of states at the end of the wire convolved
with temperature [30–34]. The tunnel barrier was tuned
using gate voltage VC. Carrier density and spatial dis-
tribution of carriers in the nanowire were tuned with a
combination of upper (VU), lower (VL), and back-gate
(VBG) voltages. Because the back-gate extends under
the contact, changes in VBG had to be compensated by
small changes in VC to maintain tunneling rate and the
occupancy of any resonances in the tunnel barrier, as
illustrated for device 2 in Fig. 2(b). Compensation of
VU and VL was not necessary. Conductance in device 2
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Hybrid quantum materials allow for quantum phases that oth-
erwise do not exist in nature1,2. For example, a one-dimensional 
topological superconductor with Majorana states bound to 
its ends can be realized by coupling a semiconductor nanow-
ire to a superconductor in the presence of a strong magnetic 
field3–5. However, the applied magnetic fields are detrimen-
tal to superconductivity, and constrain device layout, com-
ponents, materials, fabrication and operation6. Early on, an 
alternative source of Zeeman coupling that circumvents these 
constraints—using a ferromagnetic insulator instead of an 
applied field—was proposed theoretically7. Here, we report 
transport measurements in hybrid nanowires using epitaxial 
layers of superconducting Al and the ferromagnetic insula-
tor EuS on semiconducting InAs nanowires. We infer a rema-
nent effective Zeeman field exceeding 1!T and observe stable 
zero-bias conductance peaks in bias spectroscopy at zero 
applied field, consistent with topological superconductivity. 
Hysteretic spectral features in applied magnetic field support 
this picture.

Planar superconductor–ferromagnetic insulator hybrids exhibit 
spin splitting of the superconducting density of states in zero applied 
field, reflecting ferromagnetic exchange coupling8, reminiscent of 
the spin splitting generated by large in-plane magnetic fields9 (see 
refs. 10–12 for recent reviews). The ferromagnetic exchange coupling 
that results from spin-dependent scattering at the superconductor–
ferromagnetic insulator interface13 extends into the superconductor 
for a coherence length, while thinner superconductors become uni-
formly magnetized14. The superconducting coherence length also 
averages over the domain structure of the ferromagnetic insulator 
film, modifying spin splitting depending on the domain size com-
pared with the coherence length15. Relaxation of exchange-induced 
spin splitting has been investigated using spin-polarized injection 
and detection in superconductor–ferromagnetic insulator hybrids16.

While ferromagnetic exchange coupling in the Al occurs via 
spin-dependent scattering at the Al–EuS interface, in most contexts 
exchange coupling can be thought of as arising from an effective 
Zeeman field within the superconductor, oriented along the mag-
netization direction of the EuS17. This effect dominates over the 
fringing field outside the ferromagnetic insulator18. The proxim-
ity effect from the exchange-coupled superconductor to the spin–
orbit-coupled nanowire can induce a topological state in the hybrid 
system, depending on the arrangement of the interfaces7. This mech-
anism contrasts, for example, with recent work that uses spatially 
varying fringing fields from a nearby ferromagnet to synthesize a 
real-space spin–orbit field19. Recently, zero-bias peaks (ZBPs)—sig-
natures of Majorana modes—were observed in an applied magnetic 
field in Au nanowires with a superconductor-proximitized sur-
face state, using the same ferromagnetic insulator, EuS, to tune the 

energy of the surface state closer to the Fermi energy20. In a related 
metallic material system of Al/EuS/Ag, ZBPs arising from triplet 
superconductivity were characterized21. The relation between these 
features and those described in this work remains to be elucidated. 
Materials studies of epitaxial EuS on InAs without Al22, or with EuS 
and Al on adjacent (non-overlapping) wire facets18, showed weak 
ferromagnetic exchange coupling transferred to the InAs. Epitaxial 
growth of hybrid semiconductors with ferromagnetic insulator and 
superconducting layers18 opens a new venue for topological super-
conductivity without the need for an applied magnetic field.

InAs nanowires were grown using molecular beam epitaxy23 with 
epitaxial EuSon two facets and Al on two either partly overlapping 
or adjacent facets. Because Al requires low-temperature deposition, 
it was necessary to grow the EuS first18,23. Material, fabrication and 
measurement details are given in the Methods section.

We present measurements on eight devices from two growth 
batches. Devices 1–6 had two-facet EuS and Al shells overlapping 
on one facet (Fig. 1a, inset); devices 7 and 8 had Al and EuS on 
adjacent non-overlapping pairs of facets (Extended Data Fig. 1a, 
inset). Devices 1 and 5 were used for four-terminal measurement 
of the shell (Fig. 1a). Devices 2, 3, 4 and 6, used for tunnelling spec-
troscopy (Fig. 2a), were lithographically equivalent, and showed 
similar behaviour. Roughly half of device batches showed subgap 
features in bias spectroscopy as reported here. Others showed no 
subgap features or a soft superconducting gap. At present, we do 
not know what accounts for devices that do not show subgap states, 
or how they differ from those that do. Devices 7 and 8, with adja-
cent but non-overlapping Al and EuS shells, showed unsuppressed 
superconductivity in the Al shell, little dependence on field and no 
subgap features (Extended Data Figs. 1 and 2). Wires with EuS and 
Al on opposite, non-adjacent pairs of facets (not shown) display no 
measurable hysteresis. We draw attention to the observation that 
non-overlapping shells of EuS and Al do not produce the subgap 
features seen when the shells overlap. This is an important differ-
ence from an earlier proposal along these lines7.

We begin by investigating the superconducting properties of the 
coupled Al/EuS shell. Differential resistance, RS = dVS/dIS, measured 
in a four-terminal configuration for device 1 as a function of temper-
ature, T, yielded a zero-field critical temperature TC0 = 0.8 K (Fig. 1a),  
lower than the bulk value of 1.2 K. These data were taken around 
zero d.c. current bias after zero-field cooling then ramping the 
external magnetic field applied along the wire axis to μ0H∥ = 150 mT, 
where μ0 is vacuum permeability, and back to zero. In addition 
to the reduced TC, the base-temperature critical current, IC, mea-
sured for device 1 displayed a characteristic evolution with H∥ that 
depended on sweep direction (Fig. 1b,c). Moving from negative  
to positive field, a finite IC first appeared around −50 mT,  
increasing rapidly toward zero field. As the field passed through 
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Hybrid quantum materials allow for quantum phases that oth-
erwise do not exist in nature1,2. For example, a one-dimensional 
topological superconductor with Majorana states bound to 
its ends can be realized by coupling a semiconductor nanow-
ire to a superconductor in the presence of a strong magnetic 
field3–5. However, the applied magnetic fields are detrimen-
tal to superconductivity, and constrain device layout, com-
ponents, materials, fabrication and operation6. Early on, an 
alternative source of Zeeman coupling that circumvents these 
constraints—using a ferromagnetic insulator instead of an 
applied field—was proposed theoretically7. Here, we report 
transport measurements in hybrid nanowires using epitaxial 
layers of superconducting Al and the ferromagnetic insula-
tor EuS on semiconducting InAs nanowires. We infer a rema-
nent effective Zeeman field exceeding 1!T and observe stable 
zero-bias conductance peaks in bias spectroscopy at zero 
applied field, consistent with topological superconductivity. 
Hysteretic spectral features in applied magnetic field support 
this picture.

Planar superconductor–ferromagnetic insulator hybrids exhibit 
spin splitting of the superconducting density of states in zero applied 
field, reflecting ferromagnetic exchange coupling8, reminiscent of 
the spin splitting generated by large in-plane magnetic fields9 (see 
refs. 10–12 for recent reviews). The ferromagnetic exchange coupling 
that results from spin-dependent scattering at the superconductor–
ferromagnetic insulator interface13 extends into the superconductor 
for a coherence length, while thinner superconductors become uni-
formly magnetized14. The superconducting coherence length also 
averages over the domain structure of the ferromagnetic insulator 
film, modifying spin splitting depending on the domain size com-
pared with the coherence length15. Relaxation of exchange-induced 
spin splitting has been investigated using spin-polarized injection 
and detection in superconductor–ferromagnetic insulator hybrids16.

While ferromagnetic exchange coupling in the Al occurs via 
spin-dependent scattering at the Al–EuS interface, in most contexts 
exchange coupling can be thought of as arising from an effective 
Zeeman field within the superconductor, oriented along the mag-
netization direction of the EuS17. This effect dominates over the 
fringing field outside the ferromagnetic insulator18. The proxim-
ity effect from the exchange-coupled superconductor to the spin–
orbit-coupled nanowire can induce a topological state in the hybrid 
system, depending on the arrangement of the interfaces7. This mech-
anism contrasts, for example, with recent work that uses spatially 
varying fringing fields from a nearby ferromagnet to synthesize a 
real-space spin–orbit field19. Recently, zero-bias peaks (ZBPs)—sig-
natures of Majorana modes—were observed in an applied magnetic 
field in Au nanowires with a superconductor-proximitized sur-
face state, using the same ferromagnetic insulator, EuS, to tune the 

energy of the surface state closer to the Fermi energy20. In a related 
metallic material system of Al/EuS/Ag, ZBPs arising from triplet 
superconductivity were characterized21. The relation between these 
features and those described in this work remains to be elucidated. 
Materials studies of epitaxial EuS on InAs without Al22, or with EuS 
and Al on adjacent (non-overlapping) wire facets18, showed weak 
ferromagnetic exchange coupling transferred to the InAs. Epitaxial 
growth of hybrid semiconductors with ferromagnetic insulator and 
superconducting layers18 opens a new venue for topological super-
conductivity without the need for an applied magnetic field.

InAs nanowires were grown using molecular beam epitaxy23 with 
epitaxial EuSon two facets and Al on two either partly overlapping 
or adjacent facets. Because Al requires low-temperature deposition, 
it was necessary to grow the EuS first18,23. Material, fabrication and 
measurement details are given in the Methods section.

We present measurements on eight devices from two growth 
batches. Devices 1–6 had two-facet EuS and Al shells overlapping 
on one facet (Fig. 1a, inset); devices 7 and 8 had Al and EuS on 
adjacent non-overlapping pairs of facets (Extended Data Fig. 1a, 
inset). Devices 1 and 5 were used for four-terminal measurement 
of the shell (Fig. 1a). Devices 2, 3, 4 and 6, used for tunnelling spec-
troscopy (Fig. 2a), were lithographically equivalent, and showed 
similar behaviour. Roughly half of device batches showed subgap 
features in bias spectroscopy as reported here. Others showed no 
subgap features or a soft superconducting gap. At present, we do 
not know what accounts for devices that do not show subgap states, 
or how they differ from those that do. Devices 7 and 8, with adja-
cent but non-overlapping Al and EuS shells, showed unsuppressed 
superconductivity in the Al shell, little dependence on field and no 
subgap features (Extended Data Figs. 1 and 2). Wires with EuS and 
Al on opposite, non-adjacent pairs of facets (not shown) display no 
measurable hysteresis. We draw attention to the observation that 
non-overlapping shells of EuS and Al do not produce the subgap 
features seen when the shells overlap. This is an important differ-
ence from an earlier proposal along these lines7.

We begin by investigating the superconducting properties of the 
coupled Al/EuS shell. Differential resistance, RS = dVS/dIS, measured 
in a four-terminal configuration for device 1 as a function of temper-
ature, T, yielded a zero-field critical temperature TC0 = 0.8 K (Fig. 1a),  
lower than the bulk value of 1.2 K. These data were taken around 
zero d.c. current bias after zero-field cooling then ramping the 
external magnetic field applied along the wire axis to μ0H∥ = 150 mT, 
where μ0 is vacuum permeability, and back to zero. In addition 
to the reduced TC, the base-temperature critical current, IC, mea-
sured for device 1 displayed a characteristic evolution with H∥ that 
depended on sweep direction (Fig. 1b,c). Moving from negative  
to positive field, a finite IC first appeared around −50 mT,  
increasing rapidly toward zero field. As the field passed through 
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of device batches showed subgap features in bias spec-
troscopy as reported here. Others showed no subgap
features or a soft superconducting gap. Devices 7 and
8, with adjacent but non-overlapping Al and EuS shells,
showed unsuppressed superconductivity in the Al shell,
little dependence on field, and no subgap features (see
Figs. S1 and S2 in Supplemental Material). We draw
attention to the observation that non-overlapping shells
of EuS and Al do not produce the subgap features seen
when the shells overlap. This is an important di↵erence
from an earlier proposal along these lines [7].

We begin by investigating the superconducting prop-
erties of the coupled Al/EuS shell. Di↵erential resis-
tance, RS = dVS/dIS, measured in a four-terminal con-
figuration for device 1 as a function of temperature, T ,
yielded a zero-field critical temperature TC0 = 0.8 K
[Fig. 1(a)], lower than the bulk value of 1.2 K. These
data were taken around zero dc current bias after ramp-
ing the external magnetic field applied along the wire
axis to µ0Hk = 150 mT and then back to zero. In ad-
dition to the reduced TC, the base-temperature critical
current, IC, measured for device 1 displayed a charac-
teristic evolution with Hk that depended on sweep di-
rection [Figs. 1(b,c)]. Moving from negative to posi-
tive field, a finite IC first appeared around �50 mT, in-
creasing rapidly toward zero field. As the field passed
through zero, IC continued increasing, peaking around
+11 mT, then rapidly decreasing and smoothly vanish-
ing at around +50 mT [Fig. 1(b)]. The reverse evolu-
tion of IC was observed when sweeping Hk from positive
to negative, with the sharp peak at µ0Hk = �11 mT
[Fig. 1(c)]. The reduced TC and hysteretic behavior are
consistent with an exchange coupling between the Al and
the EuS, which becomes magnetized along the wire axis
then switches direction hysteretically with a switching
(coercive) field of ⇠ ±11 mT. We note that above the
coercive field, forward and backward sweeps overlap, and
do not show discontinuities or hysteresis in the onset of
critical current at higher applied fields (⇠ 50 mT). This
observation suggests a continuous decrease to zero of the
superconducting order parameter, relevant for later dis-
cussion.

As a control, similar measurements on a nanowire with
Al and EuS on non-overlapping facets showed unsup-
pressed TC = 1.5 K (enhanced compared to bulk due
to thinness of Al [23]) and very little hysteresis (see
Fig. S1 in Supplemental Material). The striking con-
trast between wires with overlapping versus adjacent
non-overlapping shells of Al and EuS suggests that the
relevant exchange coupling is directly between the EuS
and the Al, and that the overlap is necessary for sizable
exchange coupling.

From the dependence of IC on Hk in Fig. 1 and know-
ing TC0, we infer a related evolution of TC with Hk using

the relation TC(Hk) = TC0[IC(Hk)/IC0]2/3, where IC0 is
the zero-field critical current [24] (see Supplemental Ma-
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Fig. 1. (a) Four-probe di↵erential resistance of the Al/EuS
shell, RS, measured for device 1 around zero bias as a function
of temperature, T , shows a critical temperature TC0 ⇠ 0.8 K.
Left Inset: Colorized micrograph of device 1 showing mea-
surement set-up. Right inset: Schematic wire cross-section
showing orientation of partly-overlapping EuS and Al shells.
(b,c) RS as a function of applied magnetic field along wire
axis, Hk, and current bias, IS, sweeping Hk from (b) negative
to positive and (c) positive to negative. (d) E↵ective Zeeman
field, Be↵(Hk) from pair-breaking analysis using IC from (b)
and (c), see Supplemental Material. Remanent e↵ective field
is Be↵(Hk = 0) ⇠ 1.3 T.

terial). The extracted TC(Hk) for device 1 (see Fig. S3
in Supplemental Material) yields TC0 = 0.8 K, which in-
creases to ⇠ 1.4 K around the coercive magnetic fields,
±11 mT. To estimate the e↵ective Zeeman field gener-
ated by the interaction of Al with EuS, we associate the
suppression of TC (inferred from IC) with the magnetic
interaction using a mean-field model, introducing a pair-
breaking parameter, ↵(Hk) [25, 26], and defining an ef-
fective Zeeman field proportional to the pair breaking
parameter, Be↵ = ↵/µB, appropriate for weak spin-orbit
coupling in the Al [26]. The Abrikosov-Gorkov expres-
sion for TC(↵) yields the magnetization curve, Be↵(Hk)
shown in Fig. 1(d) (see Supplemental Material for de-
tails). This model is designed to give a rough estimate
of e↵ective field, and does not take into account, for in-
stance, ballistic e↵ects in clean Al [10, 13] or e↵ects of
spin-orbit coupling from the InAs or spin-flip scattering
[12, 27] from the rough Al-EuS interface, all of which
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in Supplemental Material) yields TC0 = 0.8 K, which in-
creases to ⇠ 1.4 K around the coercive magnetic fields,
±11 mT. To estimate the e↵ective Zeeman field gener-
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where  is the digamma function and TC(↵ = 0) is
the unperturbed critical temperature. We take TC(↵ =
0) = 1.5 K based on measurements on wires with non-
overlapping shells of similar Al thickness, see Supple-
mental Figs. S1 and S3. Assuming weak spin-orbit cou-
pling in the Al, a thin Al shell, and purely axial applied
field, we take a Zeeman form for the pair-breaking pa-
rameter, ↵ = µBBe↵ [26] with an e↵ective Zeeman field,
Be↵ = µ0(M+Hk), where µ0 is vacuum permeability, M
is magnetization, and Hk is the applied magnetic field.
As described in the main text, we infer TC(Hk) from
IC(Hk) using the relation [24]

TC(Hk) = TC0

✓
IC(Hk)

IC0

◆2/3

, (2)

with Hk = 0 values TC0 = 0.8 K and IC0 = 1.05 µA from
Figs. 1(a, b) as inputs.
Equation (1) is then evaluated numerically yielding

Be↵(Hk) shown in Fig. 1(d), where the sign of Be↵(Hk) is
given by the slope of ↵ (see Supplemental Fig. S3). Note
the absence of fitting parameters in this analysis.

Correcting for line resistance

The measured two-terminal conductance include the
additional in-line filter resistance. In the line-cuts shown
in Supplemental Fig. S5 and S7 we correct for the voltage
drop over the filters by, first, numerically integrating the
conductance-voltage (G–V ) curves giving current-voltage
(I–V ) curves; then, subtracting the product of the cal-
culated current and line resistance from the set volt-
age (V � IRline); finally, numerically di↵erentiating the

data again yielding corrected conductance-voltage ( eG–V )
curves.
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Al and EuS shells showed unsupressed superconductivity
in the Al shell, little dependence on field, and no subgap
features (see Extended Data Figs. 1 and 2).

We begin by investigating the superconducting prop-
erties of the coupled Al/EuS shell. Di↵erential resis-
tance, RS = dVS/dIS, measured in a four-terminal con-
figuration for device 1 as a function of temperature, T ,
yielded a zero-field critical temperature TC0 = 0.8 K
[Fig. 1(a)], lower than the bulk value of 1.2 K. These
data were taken around zero dc current bias after ramp-
ing the external magnetic field applied along the wire
axis to µ0Hk = 150 mT and then back to zero. In ad-
dition to the reduced TC, the base-temperature critical
current, IC, measured for device 1 displayed a character-
istic evolution with Hk that depended on sweep direction
[Figs. 1(b,c)]. Moving from negative to positive field, a fi-
nite IC first appeared around �50 mT, increasing rapidly
toward zero field. As the field passed through 0, IC con-
tinued increasing, peaking around +11 mT, then rapidly
decreasing and smoothly vanishing at round +50 mT
[Fig. 1(b)]. The reverse evolution of IC was observed
when sweeping Hk from positive to negative, with the
sharp peak at Hk = �11 mT [Fig. 1(c)]. The reduced TC

and hysteretic behavior are consistent with an exchange
coupling between the Al and the EuS, which becomes
magnetized along the wire axis then switches direction
with a switching (coercive) field of ⇠ ±11 mT.

As a control, similar measurements on a nanowire with
Al and EuS on non-overlapping facets showed unsup-
pressed TC = 1.5 K (enhanced compared to bulk due
to thinness of Al [24]) and very little hysteresis (see Ex-
tended Data Fig. 1). The striking contrast between wires
with overlapping versus adjacent non-overlapping shells
of Al and EuS suggests that the relevant exchange cou-
pling is directly between the EuS and the Al, and that
the overlap is necessary for sizable exchange coupling.

From the dependence of IC on Hk in Fig. 1 and know-
ing TC0, we infer a related evolution of TC with Hk us-

ing the relation TC(Hk) = TC0[IC(Hk)/IC0]2/3, where
IC0 is the zero-field critical current [25] (see Methods).
The extracted TC(Hk) for device 1 (see Extended Data
Fig. 3) yields TC0 = 0.8 K that increases to ⇠ 1.4 K
around the coercive magnetic fields, ±11 mT. The sup-
pression of TC by magnetic interaction can be described
within mean-field theory by a pair-breaking parameter,
↵ [26, 27]. Taking the primary e↵ect of the magnetized
EuS to be spin polarization in the superconductor, we in-
troduce an e↵ective Zeeman field, Be↵ , in the supercon-
ductor, and take pair breaking to be proportional to the
e↵ective field, ↵ = µBBe↵ [27], which together with the
Abrikosov-Gorkov expression for TC(↵) yields the magne-
tization curve, Be↵ as function of Hk, shown in Fig. 1(d)
(see Methods for details). The remanent e↵ective field af-
ter returning to zero applied field, |Be↵(Hk = 0)| ⇠ 1.3 T
is consistent with previously measured values [28, 29].
Zeeman fields of ⇠ 1 T were previously found su�cient
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Fig. 1. Al/EuS shell characteristics. (a) Four-probe dif-
ferential resistance of the Al/EuS shell, RS, measured for
device 1 around zero bias as a function of temperature, T ,
shows a critical temperature TC0 ⇠ 0.8 K. Left Inset: Col-
orized micrograph of device 1 showing measurement set-up.
Right inset: Schematic wire cross-section showing orientation
of partly-overlapping EuS and Al shells. (b,c) RS as a func-
tion of applied magnetic field along wire axis, Hk, and current
bias, IS, sweeping Hk from negative to positive (b) and posi-
tive to negative (c). (d) E↵ective Zeeman field, Be↵(Hk) from
pair-breaking analysis using IC from (b) and (c), see Methods.
Remanent e↵ective field is Be↵(Hk = 0) ⇠ 1.3 T.

to induce topological superconductivity in hybrid InAs
wires without EuS [30].
Turning to bias spectroscopy, we measured di↵eren-

tial conductance, G = dI/dV across the gate-controlled
tunnel barrier at the end of the hybrid nanowire into
a normal contact as a function of source-drain bias, V
[Fig. 2(a)]. For weak tunneling, G is proportional to
the density of states at the end of the wire convolved
with temperature [30–34]. The tunnel barrier was tuned
using gate voltage VC. Carrier density and spatial dis-
tribution of carriers in the nanowire were tuned with a
combination of upper (VU), lower (VL), and back-gate
(VBG) voltages. Because the back-gate extends under
the contact, changes in VBG had to be compensated by
small changes in VC to maintain tunneling rate and the
occupancy of any resonances in the tunnel barrier, as
illustrated for device 2 in Fig. 2(b). Compensation of
VU and VL was not necessary. Conductance in device 2
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Fig. S1. (a) Four-probe di↵erential resistance of the Al shell adjacent to EuS, RS, measured for device 7 around zero bias as a
function of temperature, T , shows a critical temperature TC0 ⇠ 1.5 K. Inset: Schematic wire cross section showing orientation
of Al and EuS shells on adjacent pairs of facets. (b,c) RS as a function of applied magnetic field along wire axis, Hk, and
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Fig. S2. (a) Colorized micrograph of device 8 with the measurement set-up. External axial magnetic field, Hk, is indicated
by an arrow. (b) Di↵erential conductance, G, as a function of source-drain bias voltage, V , at Hk = 0 shows a hard induced
superconducting gap around � = 230 µeV. Inset: Schematic wire cross section showing orientation of Al and EuS shells on
adjacent pairs of facets. (c) Evolution of the tunneling spectrum with Hk swept from negative to positive. (d) Di↵erence
of two conductance maps taken with Hk swept to opposite directions illustrates a weak hysteresis. The data were taken at
VC = �6.65 V, VU = �7 V and VL = 1.65 V.

9

SUPPLEMENTAL FIGURES

0.4

0

R
S  (kΩ

)

(a)

1.0 1.5 2.00 0.5 T (K)

0

0.1

R
S (

kΩ
)

TC0 = 1.5 K

0

2
1

4
3

5

0

2
1

4
3

5
I S 

(μ
A)

I S 
(μ

A)

(b)

(c)

0 100-150 -100 -50 50 150
μ0HⅡ (mT)

InAs

Al
EuS

Fig. S1. (a) Four-probe di↵erential resistance of the Al shell adjacent to EuS, RS, measured for device 7 around zero bias as a
function of temperature, T , shows a critical temperature TC0 ⇠ 1.5 K. Inset: Schematic wire cross section showing orientation
of Al and EuS shells on adjacent pairs of facets. (b,c) RS as a function of applied magnetic field along wire axis, Hk, and
current bias, IS, sweeping Hk from (b) negative to positive and (c) positive to negative.

Fig. S2. (a) Colorized micrograph of device 8 with the measurement set-up. External axial magnetic field, Hk, is indicated
by an arrow. (b) Di↵erential conductance, G, as a function of source-drain bias voltage, V , at Hk = 0 shows a hard induced
superconducting gap around � = 230 µeV. Inset: Schematic wire cross section showing orientation of Al and EuS shells on
adjacent pairs of facets. (c) Evolution of the tunneling spectrum with Hk swept from negative to positive. (d) Di↵erence
of two conductance maps taken with Hk swept to opposite directions illustrates a weak hysteresis. The data were taken at
VC = �6.65 V, VU = �7 V and VL = 1.65 V.

2

of device batches showed subgap features in bias spec-
troscopy as reported here. Others showed no subgap
features or a soft superconducting gap. Devices 7 and
8, with adjacent but non-overlapping Al and EuS shells,
showed unsuppressed superconductivity in the Al shell,
little dependence on field, and no subgap features (see
Figs. S1 and S2 in Supplemental Material). We draw
attention to the observation that non-overlapping shells
of EuS and Al do not produce the subgap features seen
when the shells overlap. This is an important di↵erence
from an earlier proposal along these lines [7].

We begin by investigating the superconducting prop-
erties of the coupled Al/EuS shell. Di↵erential resis-
tance, RS = dVS/dIS, measured in a four-terminal con-
figuration for device 1 as a function of temperature, T ,
yielded a zero-field critical temperature TC0 = 0.8 K
[Fig. 1(a)], lower than the bulk value of 1.2 K. These
data were taken around zero dc current bias after ramp-
ing the external magnetic field applied along the wire
axis to µ0Hk = 150 mT and then back to zero. In ad-
dition to the reduced TC, the base-temperature critical
current, IC, measured for device 1 displayed a charac-
teristic evolution with Hk that depended on sweep di-
rection [Figs. 1(b,c)]. Moving from negative to posi-
tive field, a finite IC first appeared around �50 mT, in-
creasing rapidly toward zero field. As the field passed
through zero, IC continued increasing, peaking around
+11 mT, then rapidly decreasing and smoothly vanish-
ing at around +50 mT [Fig. 1(b)]. The reverse evolu-
tion of IC was observed when sweeping Hk from positive
to negative, with the sharp peak at µ0Hk = �11 mT
[Fig. 1(c)]. The reduced TC and hysteretic behavior are
consistent with an exchange coupling between the Al and
the EuS, which becomes magnetized along the wire axis
then switches direction hysteretically with a switching
(coercive) field of ⇠ ±11 mT. We note that above the
coercive field, forward and backward sweeps overlap, and
do not show discontinuities or hysteresis in the onset of
critical current at higher applied fields (⇠ 50 mT). This
observation suggests a continuous decrease to zero of the
superconducting order parameter, relevant for later dis-
cussion.

As a control, similar measurements on a nanowire with
Al and EuS on non-overlapping facets showed unsup-
pressed TC = 1.5 K (enhanced compared to bulk due
to thinness of Al [23]) and very little hysteresis (see
Fig. S1 in Supplemental Material). The striking con-
trast between wires with overlapping versus adjacent
non-overlapping shells of Al and EuS suggests that the
relevant exchange coupling is directly between the EuS
and the Al, and that the overlap is necessary for sizable
exchange coupling.

From the dependence of IC on Hk in Fig. 1 and know-
ing TC0, we infer a related evolution of TC with Hk using

the relation TC(Hk) = TC0[IC(Hk)/IC0]2/3, where IC0 is
the zero-field critical current [24] (see Supplemental Ma-
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Fig. 1. (a) Four-probe di↵erential resistance of the Al/EuS
shell, RS, measured for device 1 around zero bias as a function
of temperature, T , shows a critical temperature TC0 ⇠ 0.8 K.
Left Inset: Colorized micrograph of device 1 showing mea-
surement set-up. Right inset: Schematic wire cross-section
showing orientation of partly-overlapping EuS and Al shells.
(b,c) RS as a function of applied magnetic field along wire
axis, Hk, and current bias, IS, sweeping Hk from (b) negative
to positive and (c) positive to negative. (d) E↵ective Zeeman
field, Be↵(Hk) from pair-breaking analysis using IC from (b)
and (c), see Supplemental Material. Remanent e↵ective field
is Be↵(Hk = 0) ⇠ 1.3 T.

terial). The extracted TC(Hk) for device 1 (see Fig. S3
in Supplemental Material) yields TC0 = 0.8 K, which in-
creases to ⇠ 1.4 K around the coercive magnetic fields,
±11 mT. To estimate the e↵ective Zeeman field gener-
ated by the interaction of Al with EuS, we associate the
suppression of TC (inferred from IC) with the magnetic
interaction using a mean-field model, introducing a pair-
breaking parameter, ↵(Hk) [25, 26], and defining an ef-
fective Zeeman field proportional to the pair breaking
parameter, Be↵ = ↵/µB, appropriate for weak spin-orbit
coupling in the Al [26]. The Abrikosov-Gorkov expres-
sion for TC(↵) yields the magnetization curve, Be↵(Hk)
shown in Fig. 1(d) (see Supplemental Material for de-
tails). This model is designed to give a rough estimate
of e↵ective field, and does not take into account, for in-
stance, ballistic e↵ects in clean Al [10, 13] or e↵ects of
spin-orbit coupling from the InAs or spin-flip scattering
[12, 27] from the rough Al-EuS interface, all of which
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of device batches showed subgap features in bias spec-
troscopy as reported here. Others showed no subgap
features or a soft superconducting gap. Devices 7 and
8, with adjacent but non-overlapping Al and EuS shells,
showed unsuppressed superconductivity in the Al shell,
little dependence on field, and no subgap features (see
Figs. S1 and S2 in Supplemental Material). We draw
attention to the observation that non-overlapping shells
of EuS and Al do not produce the subgap features seen
when the shells overlap. This is an important di↵erence
from an earlier proposal along these lines [7].

We begin by investigating the superconducting prop-
erties of the coupled Al/EuS shell. Di↵erential resis-
tance, RS = dVS/dIS, measured in a four-terminal con-
figuration for device 1 as a function of temperature, T ,
yielded a zero-field critical temperature TC0 = 0.8 K
[Fig. 1(a)], lower than the bulk value of 1.2 K. These
data were taken around zero dc current bias after ramp-
ing the external magnetic field applied along the wire
axis to µ0Hk = 150 mT and then back to zero. In ad-
dition to the reduced TC, the base-temperature critical
current, IC, measured for device 1 displayed a charac-
teristic evolution with Hk that depended on sweep di-
rection [Figs. 1(b,c)]. Moving from negative to posi-
tive field, a finite IC first appeared around �50 mT, in-
creasing rapidly toward zero field. As the field passed
through zero, IC continued increasing, peaking around
+11 mT, then rapidly decreasing and smoothly vanish-
ing at around +50 mT [Fig. 1(b)]. The reverse evolu-
tion of IC was observed when sweeping Hk from positive
to negative, with the sharp peak at µ0Hk = �11 mT
[Fig. 1(c)]. The reduced TC and hysteretic behavior are
consistent with an exchange coupling between the Al and
the EuS, which becomes magnetized along the wire axis
then switches direction hysteretically with a switching
(coercive) field of ⇠ ±11 mT. We note that above the
coercive field, forward and backward sweeps overlap, and
do not show discontinuities or hysteresis in the onset of
critical current at higher applied fields (⇠ 50 mT). This
observation suggests a continuous decrease to zero of the
superconducting order parameter, relevant for later dis-
cussion.

As a control, similar measurements on a nanowire with
Al and EuS on non-overlapping facets showed unsup-
pressed TC = 1.5 K (enhanced compared to bulk due
to thinness of Al [23]) and very little hysteresis (see
Fig. S1 in Supplemental Material). The striking con-
trast between wires with overlapping versus adjacent
non-overlapping shells of Al and EuS suggests that the
relevant exchange coupling is directly between the EuS
and the Al, and that the overlap is necessary for sizable
exchange coupling.

From the dependence of IC on Hk in Fig. 1 and know-
ing TC0, we infer a related evolution of TC with Hk using

the relation TC(Hk) = TC0[IC(Hk)/IC0]2/3, where IC0 is
the zero-field critical current [24] (see Supplemental Ma-
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Fig. 1. (a) Four-probe di↵erential resistance of the Al/EuS
shell, RS, measured for device 1 around zero bias as a function
of temperature, T , shows a critical temperature TC0 ⇠ 0.8 K.
Left Inset: Colorized micrograph of device 1 showing mea-
surement set-up. Right inset: Schematic wire cross-section
showing orientation of partly-overlapping EuS and Al shells.
(b,c) RS as a function of applied magnetic field along wire
axis, Hk, and current bias, IS, sweeping Hk from (b) negative
to positive and (c) positive to negative. (d) E↵ective Zeeman
field, Be↵(Hk) from pair-breaking analysis using IC from (b)
and (c), see Supplemental Material. Remanent e↵ective field
is Be↵(Hk = 0) ⇠ 1.3 T.

terial). The extracted TC(Hk) for device 1 (see Fig. S3
in Supplemental Material) yields TC0 = 0.8 K, which in-
creases to ⇠ 1.4 K around the coercive magnetic fields,
±11 mT. To estimate the e↵ective Zeeman field gener-
ated by the interaction of Al with EuS, we associate the
suppression of TC (inferred from IC) with the magnetic
interaction using a mean-field model, introducing a pair-
breaking parameter, ↵(Hk) [25, 26], and defining an ef-
fective Zeeman field proportional to the pair breaking
parameter, Be↵ = ↵/µB, appropriate for weak spin-orbit
coupling in the Al [26]. The Abrikosov-Gorkov expres-
sion for TC(↵) yields the magnetization curve, Be↵(Hk)
shown in Fig. 1(d) (see Supplemental Material for de-
tails). This model is designed to give a rough estimate
of e↵ective field, and does not take into account, for in-
stance, ballistic e↵ects in clean Al [10, 13] or e↵ects of
spin-orbit coupling from the InAs or spin-flip scattering
[12, 27] from the rough Al-EuS interface, all of which
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Hybrid quantum materials allow for quantum phases that oth-
erwise do not exist in nature1,2. For example, a one-dimensional 
topological superconductor with Majorana states bound to 
its ends can be realized by coupling a semiconductor nanow-
ire to a superconductor in the presence of a strong magnetic 
field3–5. However, the applied magnetic fields are detrimen-
tal to superconductivity, and constrain device layout, com-
ponents, materials, fabrication and operation6. Early on, an 
alternative source of Zeeman coupling that circumvents these 
constraints—using a ferromagnetic insulator instead of an 
applied field—was proposed theoretically7. Here, we report 
transport measurements in hybrid nanowires using epitaxial 
layers of superconducting Al and the ferromagnetic insula-
tor EuS on semiconducting InAs nanowires. We infer a rema-
nent effective Zeeman field exceeding 1!T and observe stable 
zero-bias conductance peaks in bias spectroscopy at zero 
applied field, consistent with topological superconductivity. 
Hysteretic spectral features in applied magnetic field support 
this picture.

Planar superconductor–ferromagnetic insulator hybrids exhibit 
spin splitting of the superconducting density of states in zero applied 
field, reflecting ferromagnetic exchange coupling8, reminiscent of 
the spin splitting generated by large in-plane magnetic fields9 (see 
refs. 10–12 for recent reviews). The ferromagnetic exchange coupling 
that results from spin-dependent scattering at the superconductor–
ferromagnetic insulator interface13 extends into the superconductor 
for a coherence length, while thinner superconductors become uni-
formly magnetized14. The superconducting coherence length also 
averages over the domain structure of the ferromagnetic insulator 
film, modifying spin splitting depending on the domain size com-
pared with the coherence length15. Relaxation of exchange-induced 
spin splitting has been investigated using spin-polarized injection 
and detection in superconductor–ferromagnetic insulator hybrids16.

While ferromagnetic exchange coupling in the Al occurs via 
spin-dependent scattering at the Al–EuS interface, in most contexts 
exchange coupling can be thought of as arising from an effective 
Zeeman field within the superconductor, oriented along the mag-
netization direction of the EuS17. This effect dominates over the 
fringing field outside the ferromagnetic insulator18. The proxim-
ity effect from the exchange-coupled superconductor to the spin–
orbit-coupled nanowire can induce a topological state in the hybrid 
system, depending on the arrangement of the interfaces7. This mech-
anism contrasts, for example, with recent work that uses spatially 
varying fringing fields from a nearby ferromagnet to synthesize a 
real-space spin–orbit field19. Recently, zero-bias peaks (ZBPs)—sig-
natures of Majorana modes—were observed in an applied magnetic 
field in Au nanowires with a superconductor-proximitized sur-
face state, using the same ferromagnetic insulator, EuS, to tune the 

energy of the surface state closer to the Fermi energy20. In a related 
metallic material system of Al/EuS/Ag, ZBPs arising from triplet 
superconductivity were characterized21. The relation between these 
features and those described in this work remains to be elucidated. 
Materials studies of epitaxial EuS on InAs without Al22, or with EuS 
and Al on adjacent (non-overlapping) wire facets18, showed weak 
ferromagnetic exchange coupling transferred to the InAs. Epitaxial 
growth of hybrid semiconductors with ferromagnetic insulator and 
superconducting layers18 opens a new venue for topological super-
conductivity without the need for an applied magnetic field.

InAs nanowires were grown using molecular beam epitaxy23 with 
epitaxial EuSon two facets and Al on two either partly overlapping 
or adjacent facets. Because Al requires low-temperature deposition, 
it was necessary to grow the EuS first18,23. Material, fabrication and 
measurement details are given in the Methods section.

We present measurements on eight devices from two growth 
batches. Devices 1–6 had two-facet EuS and Al shells overlapping 
on one facet (Fig. 1a, inset); devices 7 and 8 had Al and EuS on 
adjacent non-overlapping pairs of facets (Extended Data Fig. 1a, 
inset). Devices 1 and 5 were used for four-terminal measurement 
of the shell (Fig. 1a). Devices 2, 3, 4 and 6, used for tunnelling spec-
troscopy (Fig. 2a), were lithographically equivalent, and showed 
similar behaviour. Roughly half of device batches showed subgap 
features in bias spectroscopy as reported here. Others showed no 
subgap features or a soft superconducting gap. At present, we do 
not know what accounts for devices that do not show subgap states, 
or how they differ from those that do. Devices 7 and 8, with adja-
cent but non-overlapping Al and EuS shells, showed unsuppressed 
superconductivity in the Al shell, little dependence on field and no 
subgap features (Extended Data Figs. 1 and 2). Wires with EuS and 
Al on opposite, non-adjacent pairs of facets (not shown) display no 
measurable hysteresis. We draw attention to the observation that 
non-overlapping shells of EuS and Al do not produce the subgap 
features seen when the shells overlap. This is an important differ-
ence from an earlier proposal along these lines7.

We begin by investigating the superconducting properties of the 
coupled Al/EuS shell. Differential resistance, RS = dVS/dIS, measured 
in a four-terminal configuration for device 1 as a function of temper-
ature, T, yielded a zero-field critical temperature TC0 = 0.8 K (Fig. 1a),  
lower than the bulk value of 1.2 K. These data were taken around 
zero d.c. current bias after zero-field cooling then ramping the 
external magnetic field applied along the wire axis to μ0H∥ = 150 mT, 
where μ0 is vacuum permeability, and back to zero. In addition 
to the reduced TC, the base-temperature critical current, IC, mea-
sured for device 1 displayed a characteristic evolution with H∥ that 
depended on sweep direction (Fig. 1b,c). Moving from negative  
to positive field, a finite IC first appeared around −50 mT,  
increasing rapidly toward zero field. As the field passed through 
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Hybrid quantum materials allow for quantum phases that oth-
erwise do not exist in nature1,2. For example, a one-dimensional 
topological superconductor with Majorana states bound to 
its ends can be realized by coupling a semiconductor nanow-
ire to a superconductor in the presence of a strong magnetic 
field3–5. However, the applied magnetic fields are detrimen-
tal to superconductivity, and constrain device layout, com-
ponents, materials, fabrication and operation6. Early on, an 
alternative source of Zeeman coupling that circumvents these 
constraints—using a ferromagnetic insulator instead of an 
applied field—was proposed theoretically7. Here, we report 
transport measurements in hybrid nanowires using epitaxial 
layers of superconducting Al and the ferromagnetic insula-
tor EuS on semiconducting InAs nanowires. We infer a rema-
nent effective Zeeman field exceeding 1!T and observe stable 
zero-bias conductance peaks in bias spectroscopy at zero 
applied field, consistent with topological superconductivity. 
Hysteretic spectral features in applied magnetic field support 
this picture.

Planar superconductor–ferromagnetic insulator hybrids exhibit 
spin splitting of the superconducting density of states in zero applied 
field, reflecting ferromagnetic exchange coupling8, reminiscent of 
the spin splitting generated by large in-plane magnetic fields9 (see 
refs. 10–12 for recent reviews). The ferromagnetic exchange coupling 
that results from spin-dependent scattering at the superconductor–
ferromagnetic insulator interface13 extends into the superconductor 
for a coherence length, while thinner superconductors become uni-
formly magnetized14. The superconducting coherence length also 
averages over the domain structure of the ferromagnetic insulator 
film, modifying spin splitting depending on the domain size com-
pared with the coherence length15. Relaxation of exchange-induced 
spin splitting has been investigated using spin-polarized injection 
and detection in superconductor–ferromagnetic insulator hybrids16.

While ferromagnetic exchange coupling in the Al occurs via 
spin-dependent scattering at the Al–EuS interface, in most contexts 
exchange coupling can be thought of as arising from an effective 
Zeeman field within the superconductor, oriented along the mag-
netization direction of the EuS17. This effect dominates over the 
fringing field outside the ferromagnetic insulator18. The proxim-
ity effect from the exchange-coupled superconductor to the spin–
orbit-coupled nanowire can induce a topological state in the hybrid 
system, depending on the arrangement of the interfaces7. This mech-
anism contrasts, for example, with recent work that uses spatially 
varying fringing fields from a nearby ferromagnet to synthesize a 
real-space spin–orbit field19. Recently, zero-bias peaks (ZBPs)—sig-
natures of Majorana modes—were observed in an applied magnetic 
field in Au nanowires with a superconductor-proximitized sur-
face state, using the same ferromagnetic insulator, EuS, to tune the 
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metallic material system of Al/EuS/Ag, ZBPs arising from triplet 
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features and those described in this work remains to be elucidated. 
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ferromagnetic exchange coupling transferred to the InAs. Epitaxial 
growth of hybrid semiconductors with ferromagnetic insulator and 
superconducting layers18 opens a new venue for topological super-
conductivity without the need for an applied magnetic field.

InAs nanowires were grown using molecular beam epitaxy23 with 
epitaxial EuSon two facets and Al on two either partly overlapping 
or adjacent facets. Because Al requires low-temperature deposition, 
it was necessary to grow the EuS first18,23. Material, fabrication and 
measurement details are given in the Methods section.

We present measurements on eight devices from two growth 
batches. Devices 1–6 had two-facet EuS and Al shells overlapping 
on one facet (Fig. 1a, inset); devices 7 and 8 had Al and EuS on 
adjacent non-overlapping pairs of facets (Extended Data Fig. 1a, 
inset). Devices 1 and 5 were used for four-terminal measurement 
of the shell (Fig. 1a). Devices 2, 3, 4 and 6, used for tunnelling spec-
troscopy (Fig. 2a), were lithographically equivalent, and showed 
similar behaviour. Roughly half of device batches showed subgap 
features in bias spectroscopy as reported here. Others showed no 
subgap features or a soft superconducting gap. At present, we do 
not know what accounts for devices that do not show subgap states, 
or how they differ from those that do. Devices 7 and 8, with adja-
cent but non-overlapping Al and EuS shells, showed unsuppressed 
superconductivity in the Al shell, little dependence on field and no 
subgap features (Extended Data Figs. 1 and 2). Wires with EuS and 
Al on opposite, non-adjacent pairs of facets (not shown) display no 
measurable hysteresis. We draw attention to the observation that 
non-overlapping shells of EuS and Al do not produce the subgap 
features seen when the shells overlap. This is an important differ-
ence from an earlier proposal along these lines7.

We begin by investigating the superconducting properties of the 
coupled Al/EuS shell. Differential resistance, RS = dVS/dIS, measured 
in a four-terminal configuration for device 1 as a function of temper-
ature, T, yielded a zero-field critical temperature TC0 = 0.8 K (Fig. 1a),  
lower than the bulk value of 1.2 K. These data were taken around 
zero d.c. current bias after zero-field cooling then ramping the 
external magnetic field applied along the wire axis to μ0H∥ = 150 mT, 
where μ0 is vacuum permeability, and back to zero. In addition 
to the reduced TC, the base-temperature critical current, IC, mea-
sured for device 1 displayed a characteristic evolution with H∥ that 
depended on sweep direction (Fig. 1b,c). Moving from negative  
to positive field, a finite IC first appeared around −50 mT,  
increasing rapidly toward zero field. As the field passed through 
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Fig. 2. Bias spectroscopy at zero magnetic field. (a) Colorized micrograph of device 2 with measurement set-up. External
magnetic field direction indicates the in-plane field angle '. (b) Di↵erential conductance, G, at zero bias as a function of barrier
gate voltage, VC, and back-gate voltage, VBG, for device 2. (c) G as a function of source-drain bias voltage, V , and VC from
weak-tunneling to open regime, measured along the blue dashed line in (b). (d) G as a function of V and compensated VBG

measured along white dashed line in (b). Top axis shows compensation gate voltages. (e, f) Similar to (d) for devices 3 and 4
as a function of uncompensated gate voltages VU and VL, respectively.

measured along the dashed blue line in Fig. 2(b) as a
function of VC ranges from weak tunneling, G ⌧ e

2
/h,

to the open regime, G > e
2
/h, see Fig. 2(c). Similar

sweeps at di↵erent VBG are shown in the Extended Data
Fig. 4. Bias spectra show a characteristic superconduct-
ing gap � ⇠ 50µeV with a single peak at zero bias
extending from VC = �1.2 V to �1.1 V. The induced
gap is considerably smaller than the corresponding gap,
� ⇠ 230µeV, measured in wires with non-overlapping Al
and EuS shells (see Extended Data Fig. 2). For increased
tunneling, the zero-bias peak evolved into a zero-bias dip
that saturates near G ⇠ 2e2/h after splitting (see Ex-
tended Data Fig. 5), consistent with topological super-
conductivity [35].

Bias spectra measured along a compensated cut of VBG

[white dashed line in Fig. 2(b)] at zero applied field are
shown in Fig. 2(d). Spectra show subgap Andreev states
that coalesce to zero bias at VBG = �3.1 V and remain
at zero bias until VBG = �2.6 V before splitting again.
Several sharp resonances—features descending from the
gap and crossing zero energy—are visible in the sweep.
These resonances depend only on VC [horizontal peaks
in Fig. 2(b)] indicating that they arise from states in or

near the tunnel barrier. Importantly, as these end-state
resonances cross or anticross at zero bias, the extended
zero-bias peak (ZBP) itself does not split. More exam-
ples of the non-splitting of the ZBP across resonances are
shown in Extended Data Fig. 9. Non-splitting of a ZBP
through an end-state anticrossing is evidence of topo-
logical superconductivity and provides a bound on MBS
overlap [36, 37], as investigated previously [38].

Figures 2(e,f) show bias spectra for other devices, mea-
sured as a function of uncompensated side-gate voltages
VU (device 3) and VL (device 4). Both devices display sta-
ble ZBPs over a range of chemical potential of ⇠ 0.4 meV,
estimated from the lever arms of the subgap states be-
fore merging at zero energy [38]. Line-cuts of data in
Figs. 2(c–f) as well as stability of the ZBP with VU and
VL are shown in Extended Data Figs. 5–9.

Occasional splittings of the ZBP were seen in most of
the sweeps. Tuning to gate configurations near a splitting
rendered the subgap spectrum particularly sensitive to
Be↵ . This is illustrated in Fig. 3, where sweep-direction-
dependent splittings are seen near the coercive fields for
this device, ±25 mT, where Be↵ , averaged over the coher-
ence length, is reduced when the magnetization reverses.
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Fig. 3. (a) Di↵erential conductance, G, as a function of source
drain voltage bias, V , and applied axial magnetic field, Hk,
for device 4 near the zero-bias peak splitting at VL = �0.6 V
in Fig. 2(f). Sweep direction indicated by arrow. Zero-bias
peak splits around the positive coercive field, +25 mT, where
|Be↵ | is minimized. (b) Same as (a) with sweep direction from
positive to negative. Zero-bias peak splits at negative coercive
field, �25 mT.

energy typically do not show such a crossover [35].

Bias spectra measured along a compensated cut of VBG

[white dashed line in Fig. 2(b)] at zero applied field are
shown in Fig. 2(d). Spectra show subgap Andreev states
that coalesce to zero bias at VBG = �3.1 V and remain
at zero bias until VBG = �2.6 V before splitting again.
Several sharp resonances—features descending from the
gap and crossing zero energy—are visible in the sweep.
These resonances depend only on VC [horizontal peaks
in Fig. 2(b)] indicating that they arise from states in or
near the tunnel barrier. Importantly, as these end-state
resonances cross or anticross at zero bias, the extended
ZBP itself does not split. More examples of the non-
splitting of the ZBP across resonances are shown in Sup-
plemental Fig. S6. Non-splitting of a ZBP through an
end-state anticrossing is evidence of topological super-
conductivity and provides a bound on overlap between
Majorana modes [36, 37], as investigated previously [38].

Figures 2(e,f) show bias spectra for other devices, mea-
sured as a function of uncompensated side-gate voltages
VU (device 3) and VL (device 4). Both devices display sta-
ble ZBPs over a range of chemical potential of ⇠ 0.4 meV,
estimated from the lever arms of the subgap states be-
fore merging at zero energy [38]. Line-cuts of data in
Figs. 2(c–f) as well as stability of the ZBP with VU and
VL are shown in Supplemental Figs. S5–S7.

Occasional splittings of the ZBP were seen in most of
the sweeps, suggesting that the e↵ective field does not
greatly exceed the field needed to drive subgap states
to zero energy. The gate dependence of splitting pre-
sumably reflects merging of the subgap states that have
barely made it to zero, and are sensitive to the smooth
disorder potential which a↵ects both Majorana separa-
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Fig. 4. (a) Di↵erential conductance, G, as a function of volt-
age bias, V , and axial magnetic field, Hk, for device 2. Bias
spectra show persistent zero-bias peak until the gap collapses
at ⇠ 50 mT as the gap collapses. Note symmetry in field. The
white dashed line corresponds to an e↵ective g factor of ⇠ 20.
(b) Similar to (a) with field H30 in the wire plane, 30 degrees
o↵ axis. The zero-bias peak is split for µ0|H30| > 20 mT.
(c) Similar to (b) with field H60 applied 60 degrees o↵ axis.
The zero-bias peak is split for µ0|H60| > 10 mT. All data
taken at a gate configuration corresponding to VU = �0.6 V
in Supplemental Fig. S6(i) with field swept from negative to
positive.

tion and overlap of residual spin character if not widely
separated [35]. Gate-dependent splitting and rejoining
argues for a discrete subgap state rather than a so-called
class D peak, which is composed of many overlapping
subgap states in disordered superconductors [39–41] and
so is not expected to readily split and remerge at zero.

Tuning to gate configurations near a splitting rendered
the subgap spectrum particularly sensitive to Be↵ . This
is illustrated in Fig. 3, where sweep-direction-dependent
splittings are seen near the coercive fields for this device,
±25 mT, where Be↵ , averaged over the coherence length,
is reduced when the magnetization reverses. The discon-
tinuous jump in magnetization at the coercive field [see
Fig. 1(d)] means that the average e↵ective field is always
large, even during a field reversal. The splitting seen in
Fig. 3 only happens at gate voltages where the slightly
reduced average e↵ective field near the reversal point is
insu�cient to keep the peak at zero bias. More com-
monly, ZBPs are robust to a decrease in e↵ective field,
and so remains intact through the discontinuous reversal
of magnetization.

An applied axial field rapidly decreases the supercon-
ducting gap but typically does not a↵ect the ZBP, as
illustrated in Fig. 4(a). However, the same ZBP can be
split by an applied o↵-axis field, as shown in the other
panels of Fig. 4. For in-plane angles ' = 30(60) degrees
[see Fig. 2(a) for orientation] the ZBP is clearly split be-
yond an angle-dependent field, µ0|H30(60)| > 20(10) mT.
The large e↵ective g factor, exceeding 20, measured from
the slopes of the gap edge [see dashed line in Fig. 4(a)]
is presumably dominated by the suppression of super-
conductivity by the EuS magnetization, which is field
dependent around zero applied field [see Fig. 1(d)]. De-

3

Fig. 2. (a) Colorized micrograph of device 2 with measurement set-up. External magnetic field direction indicates the in-plane
field angle '. (b) Di↵erential conductance, G, at zero bias as a function of barrier gate voltage, VC, and back-gate voltage,
VBG, for device 2. (c) G as a function of source-drain bias voltage, V , and VC from weak-tunneling to open regime, measured
along the blue dashed line in (b). (d) G as a function of V and compensated VBG measured along white dashed line in (b). Top
axis shows compensation gate voltages. (e, f) Similar to (d) for devices 3 and 4 as a function of uncompensated gate voltages
VU and VL, respectively.

may be important for a more detailed understanding of
the system. Within this picture, the estimated rema-
nent e↵ective field after returning to zero applied field
is |Be↵(Hk = 0)| ⇠ 1.3 T, consistent with previously
measured values [28, 29]. Zeeman fields of ⇠ 1 T were
previously found su�cient to induce topological super-
conductivity in hybrid InAs wires without EuS [30]. We
note that there is considerable device-to-device variance
in the critical field. For instance, the critical field for
device 5 was 70 mT, as shown in Supplemental Fig. S4,
compared to 50 mT for device 1 in Fig. 1.

Turning to bias spectroscopy, we measured di↵eren-
tial conductance, G = dI/dV across the gate-controlled
tunnel barrier at the end of the hybrid nanowire into
a normal contact as a function of source-drain bias, V
[Fig. 2(a)]. For weak tunneling, G is proportional to
the density of states at the end of the wire convolved
with temperature [30–34]. The tunnel barrier was tuned
using gate voltage VC. Carrier density and spatial dis-
tribution of carriers in the nanowire were tuned with a
combination of upper (VU), lower (VL), and back-gate
(VBG) voltages. Because the back-gate extends under
the barrier, changes in VBG had to be compensated by

small changes in VC to maintain tunneling rate and the
occupancy of any resonances in the tunnel barrier, as
illustrated for device 2 in Fig. 2(b). Compensation of
VU and VL was not necessary. Conductance in device 2
measured along the dashed blue line in Fig. 2(b) as a
function of VC ranges from weak tunneling, G ⌧ e

2
/h,

to the open regime, G > e
2
/h, see Fig. 2(c). Similar

sweeps at di↵erent VBG are shown in the Supplemental
Fig. S5. Bias spectra show a characteristic supercon-
ducting gap � ⇠ 50µeV with a single peak at zero bias
extending from VC = �1.2 V to �1.1 V. The induced
gap is considerably smaller than the corresponding gap,
� ⇠ 230µeV, measured in wires with non-overlapping
Al and EuS shells (see Fig. S2 in Supplemental Mate-
rial). For increased tunneling, the zero-bias peak evolved
into a zero-bias dip that saturates near G ⇠ 2e2/h after
splitting (see Fig. S5 in Supplemental Material), consis-
tent with topological superconductivity [35]. As shown
in Supplemental Fig. S5, the peak-to-dip crossover occurs
for conductance values ranging from 0.2 e2/h to above
e
2
/h over a range of back-gate voltages. In a topological

wire, this variation may result from disorder or multiple
channels in the junction. Trivial subgap states at zero
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Fig. 3. (a) Di↵erential conductance, G, as a function of source
drain voltage bias, V , and applied axial magnetic field, Hk,
for device 4 near the zero-bias peak splitting at VL = �0.6 V
in Fig. 2(f). Sweep direction indicated by arrow. Zero-bias
peak splits around the positive coercive field, +25 mT, where
|Be↵ | is minimized. (b) Same as (a) with sweep direction from
positive to negative. Zero-bias peak splits at negative coercive
field, �25 mT.

energy typically do not show such a crossover [35].

Bias spectra measured along a compensated cut of VBG

[white dashed line in Fig. 2(b)] at zero applied field are
shown in Fig. 2(d). Spectra show subgap Andreev states
that coalesce to zero bias at VBG = �3.1 V and remain
at zero bias until VBG = �2.6 V before splitting again.
Several sharp resonances—features descending from the
gap and crossing zero energy—are visible in the sweep.
These resonances depend only on VC [horizontal peaks
in Fig. 2(b)] indicating that they arise from states in or
near the tunnel barrier. Importantly, as these end-state
resonances cross or anticross at zero bias, the extended
ZBP itself does not split. More examples of the non-
splitting of the ZBP across resonances are shown in Sup-
plemental Fig. S6. Non-splitting of a ZBP through an
end-state anticrossing is evidence of topological super-
conductivity and provides a bound on overlap between
Majorana modes [36, 37], as investigated previously [38].

Figures 2(e,f) show bias spectra for other devices, mea-
sured as a function of uncompensated side-gate voltages
VU (device 3) and VL (device 4). Both devices display sta-
ble ZBPs over a range of chemical potential of ⇠ 0.4 meV,
estimated from the lever arms of the subgap states be-
fore merging at zero energy [38]. Line-cuts of data in
Figs. 2(c–f) as well as stability of the ZBP with VU and
VL are shown in Supplemental Figs. S5–S7.

Occasional splittings of the ZBP were seen in most of
the sweeps, suggesting that the e↵ective field does not
greatly exceed the field needed to drive subgap states
to zero energy. The gate dependence of splitting pre-
sumably reflects merging of the subgap states that have
barely made it to zero, and are sensitive to the smooth
disorder potential which a↵ects both Majorana separa-
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Fig. 4. (a) Di↵erential conductance, G, as a function of volt-
age bias, V , and axial magnetic field, Hk, for device 2. Bias
spectra show persistent zero-bias peak until the gap collapses
at ⇠ 50 mT as the gap collapses. Note symmetry in field. The
white dashed line corresponds to an e↵ective g factor of ⇠ 20.
(b) Similar to (a) with field H30 in the wire plane, 30 degrees
o↵ axis. The zero-bias peak is split for µ0|H30| > 20 mT.
(c) Similar to (b) with field H60 applied 60 degrees o↵ axis.
The zero-bias peak is split for µ0|H60| > 10 mT. All data
taken at a gate configuration corresponding to VU = �0.6 V
in Supplemental Fig. S6(i) with field swept from negative to
positive.

tion and overlap of residual spin character if not widely
separated [35]. Gate-dependent splitting and rejoining
argues for a discrete subgap state rather than a so-called
class D peak, which is composed of many overlapping
subgap states in disordered superconductors [39–41] and
so is not expected to readily split and remerge at zero.

Tuning to gate configurations near a splitting rendered
the subgap spectrum particularly sensitive to Be↵ . This
is illustrated in Fig. 3, where sweep-direction-dependent
splittings are seen near the coercive fields for this device,
±25 mT, where Be↵ , averaged over the coherence length,
is reduced when the magnetization reverses. The discon-
tinuous jump in magnetization at the coercive field [see
Fig. 1(d)] means that the average e↵ective field is always
large, even during a field reversal. The splitting seen in
Fig. 3 only happens at gate voltages where the slightly
reduced average e↵ective field near the reversal point is
insu�cient to keep the peak at zero bias. More com-
monly, ZBPs are robust to a decrease in e↵ective field,
and so remains intact through the discontinuous reversal
of magnetization.

An applied axial field rapidly decreases the supercon-
ducting gap but typically does not a↵ect the ZBP, as
illustrated in Fig. 4(a). However, the same ZBP can be
split by an applied o↵-axis field, as shown in the other
panels of Fig. 4. For in-plane angles ' = 30(60) degrees
[see Fig. 2(a) for orientation] the ZBP is clearly split be-
yond an angle-dependent field, µ0|H30(60)| > 20(10) mT.
The large e↵ective g factor, exceeding 20, measured from
the slopes of the gap edge [see dashed line in Fig. 4(a)]
is presumably dominated by the suppression of super-
conductivity by the EuS magnetization, which is field
dependent around zero applied field [see Fig. 1(d)]. De-
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Fig. 2. (a) Colorized micrograph of device 2 with measurement set-up. External magnetic field direction indicates the in-plane
field angle '. (b) Di↵erential conductance, G, at zero bias as a function of barrier gate voltage, VC, and back-gate voltage,
VBG, for device 2. (c) G as a function of source-drain bias voltage, V , and VC from weak-tunneling to open regime, measured
along the blue dashed line in (b). (d) G as a function of V and compensated VBG measured along white dashed line in (b). Top
axis shows compensation gate voltages. (e, f) Similar to (d) for devices 3 and 4 as a function of uncompensated gate voltages
VU and VL, respectively.

may be important for a more detailed understanding of
the system. Within this picture, the estimated rema-
nent e↵ective field after returning to zero applied field
is |Be↵(Hk = 0)| ⇠ 1.3 T, consistent with previously
measured values [28, 29]. Zeeman fields of ⇠ 1 T were
previously found su�cient to induce topological super-
conductivity in hybrid InAs wires without EuS [30]. We
note that there is considerable device-to-device variance
in the critical field. For instance, the critical field for
device 5 was 70 mT, as shown in Supplemental Fig. S4,
compared to 50 mT for device 1 in Fig. 1.

Turning to bias spectroscopy, we measured di↵eren-
tial conductance, G = dI/dV across the gate-controlled
tunnel barrier at the end of the hybrid nanowire into
a normal contact as a function of source-drain bias, V
[Fig. 2(a)]. For weak tunneling, G is proportional to
the density of states at the end of the wire convolved
with temperature [30–34]. The tunnel barrier was tuned
using gate voltage VC. Carrier density and spatial dis-
tribution of carriers in the nanowire were tuned with a
combination of upper (VU), lower (VL), and back-gate
(VBG) voltages. Because the back-gate extends under
the barrier, changes in VBG had to be compensated by

small changes in VC to maintain tunneling rate and the
occupancy of any resonances in the tunnel barrier, as
illustrated for device 2 in Fig. 2(b). Compensation of
VU and VL was not necessary. Conductance in device 2
measured along the dashed blue line in Fig. 2(b) as a
function of VC ranges from weak tunneling, G ⌧ e

2
/h,

to the open regime, G > e
2
/h, see Fig. 2(c). Similar

sweeps at di↵erent VBG are shown in the Supplemental
Fig. S5. Bias spectra show a characteristic supercon-
ducting gap � ⇠ 50µeV with a single peak at zero bias
extending from VC = �1.2 V to �1.1 V. The induced
gap is considerably smaller than the corresponding gap,
� ⇠ 230µeV, measured in wires with non-overlapping
Al and EuS shells (see Fig. S2 in Supplemental Mate-
rial). For increased tunneling, the zero-bias peak evolved
into a zero-bias dip that saturates near G ⇠ 2e2/h after
splitting (see Fig. S5 in Supplemental Material), consis-
tent with topological superconductivity [35]. As shown
in Supplemental Fig. S5, the peak-to-dip crossover occurs
for conductance values ranging from 0.2 e2/h to above
e
2
/h over a range of back-gate voltages. In a topological

wire, this variation may result from disorder or multiple
channels in the junction. Trivial subgap states at zero

Turning off the ferromagnetic pseudo-Zeeman field removes the zero-bias peak
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Electrostatic e↵ects and topological superconductivity in
semiconductor-superconductor-magnetic insulator hybrid wires
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We investigate the impact of electrostatics on the proximity e↵ect between a magnetic insulator
and a semiconductor wire in semiconductor-superconductor-magnetic insulator hybrid structures.
By performing self-consistent Schrödinger-Poisson calculations using an e↵ective model of the hybrid
system, we find that large e↵ective Zeeman fields consistent with the emergence of topological
superconductivity emerge within a large parameter window in wires with overlapping layers of
magnetic insulator and superconductor, but not in non-overlapping structures. We show that this
behavior is essentially the result of electrostatic e↵ects controlling the amplitude of the low-energy
wave functions near the semiconductor-magnetic insulator interface.

The successful experimental realization of Majorana
zero modes (MZMs) – non-Abelian anyons [1] repre-
senting the condensed matter analogues of Majorana
fermions [2, 3] that provide a promising platform for
topological quantum computing [4–7] – depends criti-
cally on the robustness of the topological superconduct-
ing phase that hosts them [8–14]. In the absence of nat-
urally occurring one-dimensional topological supercon-
ductors, the research has focused on hybrid structures
[15–17], particularly semiconductor (SM) wires proximity
coupled to s-wave superconductors (SCs) in the presence
of a magnetic field parallel to the wire [18–24]. A large-
enough field-induced Zeeman splitting ensures the emer-
gence of a topological superconducting phase, even in the
presence of some weak/moderate system inhomogeneity.
However, in addition to suppressing the gap of the parent
superconductor, in which orbital e↵ects play an impor-
tant role [25] and which severely limits the realization of
robust topological superconductivity, the applied mag-
netic field imposes serious constraints on the possible de-
vice layout for Majorana-based topological qubits [26].

A possible solution is to create the required Zeeman
field by proximity coupling the semiconductor to a mag-
netic insulator [16, 27]. Recently, this possibility has
been explored experimentally using InAs nanowires with
epitaxial layers of superconducting Al and ferromagnetic
EuS [28–30]. A key finding was that an e↵ective Zee-
man field �SC

eff of order 1 T (⇠ 0.05 meV) emerges in
the superconductor in the absence of an applied mag-
netic field, but only in nanowires with overlapping shells
of superconductor and ferromagnetic insulator [28]. Cor-
related with the emergence of an e↵ective Zeeman field in
the superconductor was the observation of zero-bias con-
ductance peaks for charge tunneling into the end of the
semiconductor wire, which is consistent with the pres-
ence of topological superconductivity. These features are
absent in hybrid structures with non-overlapping Al and
EuS covered facets [28].

The crucial question concerns the physical mechanism
responsible for the startling contrast between the phe-
nomenologies observed in the two setups. Furthermore,

one may ask if, based on the understanding of this mech-
anism, one can identify e�cient knobs for controlling the
magnitude of the e↵ective Zeeman field emerging in the
nanowire, to ensure that the topological superconducting
phase is accessible and robust.

A natural candidate for explaining the di↵erence be-
tween the behaviors associated with the two setups is the
ferromagnetic exchange coupling occurring inside the SC
in the overlapping geometry due to spin-dependent scat-
tering at the Al-EuS interface [31–35]. In turn, the prox-
imity e↵ect generated by the exchange-coupled supercon-
ductor inside the spin-orbit coupled nanowire could lead
to the emergence of a topological superconducting state.
In this scenario, the e↵ective Zeeman field �SM

eff required
to drive the SM nanowire into the topological regime is
induced “indirectly”, via the Al layer. Consequently , it
is controlled by the strength e� of the e↵ective coupling be-
tween the semiconductor and superconductor, which also
determines the size of the induced superconducting gap
and the critical Zeeman field associated with the topo-
logical quantum phase transition (TQPT) [36]. In par-
ticular, the minimum value of the critical field is given by
e� and can be significantly larger that the induced gap in
the strong coupling limit [36]. This poses a serious prob-
lem for the “mediated proximity” scenario. As explicitly
shown below, the topological condition �SM

eff > e� is in-
consistent with the experimental parameters reported in
Ref. 28 and, more importantly, is generally inconsistent
with robust topological superconductivity.

In this paper we investigate a di↵erent scenario involv-
ing the “direct” proximity e↵ect at the semiconductor
- magnetic insulator (SM-MI) interface. We show that
the strength of the e↵ective Zeeman field �SM

eff induced
in the wire by proximity to the MI is controlled by elec-
trostatic e↵ects, which, in turn, depend on the geome-
try of the SC layer and on the applied gate potential.
In essence, because of the finite work function di↵erence
between the SM wire and the SC shell, the wave func-
tions characterizing the low-energy states in the wire are
strongly “attracted” toward the superconductor, regard-
less of whether the SM and SC are in direct contact or
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Electrostatic e↵ects and topological superconductivity in
semiconductor-superconductor-magnetic insulator hybrid wires

Benjamin D. Woods and Tudor D. Stanescu
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We investigate the impact of electrostatics on the proximity e↵ect between a magnetic insulator
and a semiconductor wire in semiconductor-superconductor-magnetic insulator hybrid structures.
By performing self-consistent Schrödinger-Poisson calculations using an e↵ective model of the hybrid
system, we find that large e↵ective Zeeman fields consistent with the emergence of topological
superconductivity emerge within a large parameter window in wires with overlapping layers of
magnetic insulator and superconductor, but not in non-overlapping structures. We show that this
behavior is essentially the result of electrostatic e↵ects controlling the amplitude of the low-energy
wave functions near the semiconductor-magnetic insulator interface.

The successful experimental realization of Majorana
zero modes (MZMs) – non-Abelian anyons [1] repre-
senting the condensed matter analogues of Majorana
fermions [2, 3] that provide a promising platform for
topological quantum computing [4–7] – depends criti-
cally on the robustness of the topological superconduct-
ing phase that hosts them [8–14]. In the absence of nat-
urally occurring one-dimensional topological supercon-
ductors, the research has focused on hybrid structures
[15–17], particularly semiconductor (SM) wires proximity
coupled to s-wave superconductors (SCs) in the presence
of a magnetic field parallel to the wire [18–24]. A large-
enough field-induced Zeeman splitting ensures the emer-
gence of a topological superconducting phase, even in the
presence of some weak/moderate system inhomogeneity.
However, in addition to suppressing the gap of the parent
superconductor, in which orbital e↵ects play an impor-
tant role [25] and which severely limits the realization of
robust topological superconductivity, the applied mag-
netic field imposes serious constraints on the possible de-
vice layout for Majorana-based topological qubits [26].

A possible solution is to create the required Zeeman
field by proximity coupling the semiconductor to a mag-
netic insulator [16, 27]. Recently, this possibility has
been explored experimentally using InAs nanowires with
epitaxial layers of superconducting Al and ferromagnetic
EuS [28–30]. A key finding was that an e↵ective Zee-
man field �SC

eff of order 1 T (⇠ 0.05 meV) emerges in
the superconductor in the absence of an applied mag-
netic field, but only in nanowires with overlapping shells
of superconductor and ferromagnetic insulator [28]. Cor-
related with the emergence of an e↵ective Zeeman field in
the superconductor was the observation of zero-bias con-
ductance peaks for charge tunneling into the end of the
semiconductor wire, which is consistent with the pres-
ence of topological superconductivity. These features are
absent in hybrid structures with non-overlapping Al and
EuS covered facets [28].

The crucial question concerns the physical mechanism
responsible for the startling contrast between the phe-
nomenologies observed in the two setups. Furthermore,

one may ask if, based on the understanding of this mech-
anism, one can identify e�cient knobs for controlling the
magnitude of the e↵ective Zeeman field emerging in the
nanowire, to ensure that the topological superconducting
phase is accessible and robust.

A natural candidate for explaining the di↵erence be-
tween the behaviors associated with the two setups is the
ferromagnetic exchange coupling occurring inside the SC
in the overlapping geometry due to spin-dependent scat-
tering at the Al-EuS interface [31–35]. In turn, the prox-
imity e↵ect generated by the exchange-coupled supercon-
ductor inside the spin-orbit coupled nanowire could lead
to the emergence of a topological superconducting state.
In this scenario, the e↵ective Zeeman field �SM

eff required
to drive the SM nanowire into the topological regime is
induced “indirectly”, via the Al layer. Consequently , it
is controlled by the strength e� of the e↵ective coupling be-
tween the semiconductor and superconductor, which also
determines the size of the induced superconducting gap
and the critical Zeeman field associated with the topo-
logical quantum phase transition (TQPT) [36]. In par-
ticular, the minimum value of the critical field is given by
e� and can be significantly larger that the induced gap in
the strong coupling limit [36]. This poses a serious prob-
lem for the “mediated proximity” scenario. As explicitly
shown below, the topological condition �SM

eff > e� is in-
consistent with the experimental parameters reported in
Ref. 28 and, more importantly, is generally inconsistent
with robust topological superconductivity.

In this paper we investigate a di↵erent scenario involv-
ing the “direct” proximity e↵ect at the semiconductor
- magnetic insulator (SM-MI) interface. We show that
the strength of the e↵ective Zeeman field �SM

eff induced
in the wire by proximity to the MI is controlled by elec-
trostatic e↵ects, which, in turn, depend on the geome-
try of the SC layer and on the applied gate potential.
In essence, because of the finite work function di↵erence
between the SM wire and the SC shell, the wave func-
tions characterizing the low-energy states in the wire are
strongly “attracted” toward the superconductor, regard-
less of whether the SM and SC are in direct contact or
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separated by a MI layer. This means away from the SM-
MI interface in the non-overlapping setup and toward the
SM-MI interface in the system with overlapping MI and
SC layers (see Fig. 1). As a result, the induced �SM

eff
has significantly higher values in the overlapping struc-
ture as compared to the non-overlapping setup. By per-
forming self-consistent Schrödinger-Poisson calculations,
we demonstrate that the overlapping setup is consistent
with the emergence of topological superconductivity over
a large window of system parameters and applied gate
potentials, in sharp contrast with the non-overlapping
structure. Our findings support the feasibility of topo-
logical superconductivity in SM-SC-MI hybrid structures
and provide guidance for controlling the system and en-
hancing the robustness of the topological phase.

Before we present our model calculations, let us briefly
discuss the “mediated proximity” scenario. In the
strong coupling limit, satisfying the topological condition
�SM
eff > e� requires a large e↵ective Zeeman field �SC

eff
inside the SC, possibly exceeding the Chandrasekhar-
Clogston limit [37, 38]. Even assuming that spin-orbit
coupling induced by proximity to the SM wire prevents
the closing of the SC gap, its value (and, implicitly, the
size of the topological gap) will be very small. On the
other hand, in the weak/intermediate regime the induced
SC gap and e↵ective Zeeman field are approximately
given by [36]

�ind ⇡ e��
e� +�

, �SM
eff ⇡

e� �SC
eff

e� +�
, (1)

where � is the order parameter of the parent SC in the
presence of the ferromagnetic exchange coupling gener-
ated by the MI. Using these relations, we can rewrite the
topological condition in terms of the e↵ective Zeeman
field inside the SC and the induced gap as

�SC
eff >

�2

���ind
� 4�ind. (2)

First, we notice that the parameters characterizing the
recent experiment [28], i.e., �SC

eff ⇠ �ind ⇠ 0.05 meV,
do not satisfy Eq. (2). Second, we point out that satis-
fying Eq. (2) implies an induced gap �ind significantly
smaller than 0.18�0, with �0 being the bare SC gap, a
value that would require an e↵ective Zeeman field �SC

eff
comparable to the Chandrasekhar-Clogston limit and a
sizable e↵ective gap � > �ind. This is set of conditions
that would be extremely hard to satisfy, even assuming
the presence of proximity-induced spin-orbit coupling in
the parent SC. For example, an e↵ective Zeeman field
�SC
eff ⇠ 0.05 meV (similar to the experimental value)

can only generate topological superconductivity with a
gap smaller than 12.5 µeV. These considerations lead to
the conclusion that the “mediated proximity” mechanism
does not enable the realization of robust topological su-

Figure 1. Top panels: Schematic representation of the hybrid
structure studied in this work corresponding to a semicon-
ductor nanowire (yellow) with (a) non-overlapping (setup 1)
and (b) overlapping (setup 2) layers of superconductor (pink)
and magnetic insulator (green). An external potential is ap-
plied using a back-gate (black) separated from the wire by an
insulating dielectric layer (gray). Parameters: R = 50 nm,
d = 10 nm. Bottom panels: Wave function profile of the
second lowest transverse mode for parameters correspond-
ing to this mode being near the Fermi level: Vg ⇡ �1.1 V,
VSC = 0.15 V.

perconductivity in SM-SC-MI hybrid structures and sug-
gest that the investigation of the “direct” proximity e↵ect
at the SM-MI interface is critical for understanding the
low-energy physics in these systems.

The SM-SC-MI hybrid system studied in this work is
represented schematically in the top panels of Fig. 1. We
focus on two setups corresponding to the non-overlapping
(setup 1 in Fig. 1) and overlapping (setup 2) configura-
tions investigated in the recent experiment [28]. We do
not address explicitly the proximity e↵ect between the
MI and the SC (in setup 2), but focus instead on the im-
pact of electrostatics on the proximity-induced Zeeman
field and pairing potential at the SM-MI and SM-SC in-
terfaces, respectively. After integrating out the MI and
SC degrees of freedom, the SM wire is described by the
energy-dependent e↵ective “Hamiltonian,”

Heff (kz,!) = HSM (kz) + ⌃MI (kz,!) + ⌃SC (kz,!) ,
(3)

where kz is the wave number along the wire axis, HSM

is the bare SM Hamiltonian, and ⌃MI and ⌃SC are self-
energies characterizing the proximity e↵ects at the SM-
MI and SM-SC interfaces, respectively. The key param-

4

Figure 3. Topological phase diagram as function of the (phe-
nomenological) Zeeman field � characterizing the MI and the
applied gate potential Vg for (a) the overlapping structure
(setup 2) and (b) the non-overlapping structure (setup 1).
Panel (c) is an inset corresponding to the high occupancy
regime in panel (b). Note that setup 2 is consistent with the
emergence of topological superconductivity within a signifi-
cant parameter window, in sharp contrast with setup 1. The
system parameters are: VSC = 0.15 V and Vb = 2.75 eV · nm

ity e↵ect for setup 2, reduces the parent SC gap � and
generates an e↵ective Zeeman field �SC

eff inside the parent
superconductor, which favors the emergence of topolog-
ical superconductivity and further enhances the already
substantial di↵erence between the two setups.

To demonstrate the robustness of our results, we in-
vestigate the dependence of the minimum critical field
�n
c,min characterizing the topological phase transition as-

sociated with subband n on the strength of the e↵ective
SM-SC coupling e� for two values of the SM-SC work func-
tion di↵erence VSC . The e↵ective coupling is calculated
from Eq. (1) as e� = �ind

p
�o +�ind/

p
�o ��ind [36],

where �ind is the induced gap for �SM
eff = 0. The results

shown in Fig. 4 confirm the striking di↵erence between
the overlapping (dashed lines) and the non-overlapping
(solid lines) setups. More specifically, the (bare) mini-
mum critical Zeeman fields required for the emergence
of a topological SC phase are systematically larger (by
up to three orders of magnitude) in the non-overlapping
configurations as compared to the overlapping setup. A
comparison between panels (a) and (b) in Fig. 4 shows
that this trend increases with VSC . Including the “in-
direct” proximity e↵ect can only enhance the di↵erence
between the two configurations.

In conclusion, we have demonstrated that electrostatic
e↵ects play a critical role in determining the strength
of the (direct) proximity e↵ect between a magnetic in-
sulator and a semiconductor wire in semiconductor-
superconductor-magnetic insulator (SM-SC-MI) hybrid
structures. These electrostatic e↵ects are controlled by
the applied gate potential and by the geometry of the

Figure 4. Dependence of the minimum critical Zeeman field
�n
c,min on the e↵ective SM-SC coupling e� for two values of

the SM-SC work function di↵erence: (a) VSC = 0.15 V and
(b) VSC = 0.3 V. The full lines correspond to setup 1, while
the dashed lines are for the overlapping structure (setup 2).
Note that the minimum critical Zeeman fields required for the
emergence of a topological SC phase are systematically larger
(by up to three orders of magnitude) in the non-overlapping
configuration as compared to the overlapping setup.

superconducting layer, regardless of whether the SM and
SC are in direct contact or separated by a MI layer. We
have argued that the “indirect” proximity e↵ect emerg-
ing in structures with overlapping SC and MI layers is
generally insu�cient for the realization of a topological
superconducting phase in the hybrid system. However, in
these overlapping structures electrostatics favors the real-
ization of low-energy transverse modes with large ampli-
tudes near the SM-MI interface, which, in turn, results in
a strong proximity e↵ect between the MI and the SM wire
and the emergence of a large e↵ective Zeeman field con-
sistent with the presence topological superconductivity.
By contrast, such large proximity-induced Zeeman fields
do not occur in non-overlapping structures within similar
parameter windows. On the one hand, our results suggest
that the recently reported experimental findings [28] are
consistent with the presence of small proximity-induced
Zeeman fields and topologically-trivial superconductiv-
ity in non-overlapping structures and significant e↵ective
Zeeman fields in the overlapping setup, large-enough to
generate topological superconductivity in a homogeneous
system. On the other hand, our findings suggest possible
strategies for enhancing the robustness of the topological
superconducting phase realized in a SM-SC-MI hybrid
system. For example, using a lateral gate (instead of or
in addition to a back gate) may enable a better control
of the amplitudes of the relevant wave functions at the
interfaces between the SM wire and the magnetic insu-
lator or the parent superconductor. In addition, chang-
ing the areas of the SM-SC and SC-MI interfaces (e.g.,
having three facets covered by superconductor) can sig-

Setup 1
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Hybrid semiconducting nanowire devices combining epitaxial superconductor and ferromagnetic
insulator layers have been recently explored experimentally as an alternative platform for topological
superconductivity at zero applied magnetic field. In this proof-of-principle work we show that the
topological regime can be reached in actual devices depending on some geometrical constraints. To
this end, we perform numerical simulations of InAs wires in which we explicitly include the super-
conducting Al and magnetic EuS shells, as well as the interaction with the electrostatic environment
at a self-consistent mean-field level. Our calculations indicate that the topological phase is achieved
in significant portions of the phase diagram only in configurations where the Al and EuS layers
overlap on some wire facet due to their rather local induced proximity e↵ects. Moreover, we find
that the spin polarization induced directly in the semiconductor by the EuS is much stronger than
the one induced indirectly through the superconductor. Finally, we comment on how the topological
phase can be tuned and optimized using external gates.

Introduction.— Engineering topological superconduc-
tivity in hybrid superconductor/semiconductor nanos-
tructures where Majorana zero modes may be generated
and manipulated has emerged as a great challenge for
condensed matter physics in the last decade [1–3]. While
Rashba-coupled proximitized semiconducting nanowires
appears as one of the most successful platforms [4, 5],
reaching the topological regime in these devices requires
applying large magnetic fields. This turns out to be not
only detrimental to superconductivity, but it also im-
poses some constraints in the design of quantum infor-
mation processing devices [6, 7].

Recent experiments [8–10] have been exploring an al-
ternative route in which an epitaxial layer of a ferro-
magnetic insulator is also added to the superconduc-
tor/semiconductor nanowire system. While the idea of
replacing the external magnetic field by the ferromag-
netic layer appears as rather straightforward in simplified
models [11], there are open questions when applied to re-
alistic systems. Microscopic calculations are required to
demonstrate whether or not the topological regime could
be reached for the actual geometrical and material pa-
rameters, as well as gating conditions. Moreover, the
interplay between the induced pairing and the induced
magnetization is not clear at present.

To address this problem we perform comprehensive nu-
merical simulations of the ferromagnetic hybrid nanowire
devices, see Fig. 1. Related studies have been performed
concurrently [12–14]. We include the interaction with
the electrostatic environment that typically surrounds
the hybrid nanostructures by solving the Schrödinger-
Poisson equations self-consistently in the Thomas-Fermi

approximation.

We show that topological superconductivity can in-
deed arise in these systems provided that certain geo-
metrical and electrostatic conditions are met. We find
that, for realistic values of the external gates, device lay-
outs where the Al and EuS layers that partially cover the
wire overlap on one facet, develop extended topological
regions in parameter space with significant topological
gaps. This is in contrast to devices where the super-
conducting and magnetic layers are grown on adjacent
facets. This could explain why recent experiments find
zero bias peaks (ZBPs) in bias spectroscopy experiments
–compatible in principle with the existence of a Majorana
zero mode at the wire’s end– only in the former geometry
but not in the latter.

Concerning the magnetization process, an open issue is
whether the spin polarization is directly induced by the
ferromagnet in the semiconducting nanowire electrons, or
indirectly through a more elaborate process where it is
first induced in the superconducting layer (at the regions
where the Al and EuS shells overlap) and then in the
wire. For instance, Ref. 8 suggested that the hysteretic
behavior found in some devices could be in agreement
with the indirect mechanism. We find that there is in-
deed an indirect induced magnetization through the Al
layer, but this cannot drive a topological phase transition
by itself. Conversely, there is strong direct magnetization
from the EuS into the InAs, but only over a very thin re-
gion close to the ferromagnet. Interestingly, both mecha-
nisms –direct and indirect– contribute to achieve robust
and sizeable topological regions in the phase diagram.

Device geometries and model.— Following closely the
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FIG. 4. Simplified-model results. The Al and EuS layers are integrated out and their respective e↵ective induced pairing
amplitude and exchange field on the InAs wire are included within the streaked regions shown in the sketches of the overlapping
device (a) and the non-overlapping one (b). We take �(Al) = 0.23 meV and h(Al)

ex = 0.06 meV over a wide region of 45 nm near

the Al interface. h(Al)
ex is only present in (a) since only there the Al and the EuS are in contact. We take h(EuS)

ex over a thin region
of 1 nm close to the EuS layer. (c) Topological phase diagram of the overlapping device versus back-gate potential, Vbg, and

exchange field at the EuS-InAs interface, h(EuS)
ex , for Vsg = 0. In the topological regions, we show with colors the expectation

value of the induced exchange field (left panel), the topological minigap (middle panel), and the wavefunction profile (right
panel), all of them for the transverse subband closer to the Fermi energy. The parameters for which the wavefunctions are

plotted are pointed with arrows. (d) Same as (c) but for the non-overlapping device and fixing V (R)
sg = 2 V and V (L)

sg = 0.
The values of Vsg in (c) and (d) are taken to maximize the topological regions in each case. Other parameters can be found
in Table I of the SM. The extension of the topological phase is very much reduced with respect to (c) (almost negligible for

some subbands) both in the Vbg and h(EuS)
ex axes. Moreover, in the regions where it is present, the topological gap is small. In

contrast, large topological regions with stronger minigaps are found for the overlapping device. The reason is twofold: i) the
wavefunction can be pushed simultaneously close to the Al and EuS layers due to the electrostatics of the overlapped shells,
which increases the superconducting and magnetic proximity e↵ects; ii) the induced exchange field feeds both from the direct
and indirect contributions in this case.

gate voltages.

Simplified model and phase diagram.— We consider
now the Hamiltonian of Eq. (1) restricted to the InAs
wire, where we include an e↵ective pairing amplitude

�(Al) = 0.23 meV and an exchange field h
(EuS)
ex =

100meV on the cross-section regions closer to the Al and
the EuS shells, respectively, as schematically depicted in
Figs. 4(a) and (b). We also include a smaller exchange

coupling h
(Al)
ex = 0.06 meV in the Al-proximitized region

of the overlapping device. The magnitude of these pa-
rameters and the extension of the corresponding regions
are extracted by adjusting to the behavior of the full
model results (the detailed procedure is discussed in the
SM [15]). These extensions are of the order of the super-
conducting and magnetic coherence lengths ~vF/� and
~vF/hex, respectively (where vF is the Fermi velocity in
the InAs conduction band).

In Fig. 4(c) we present the topological phase diagram
of the overlapping device as a function of the back-gate
voltage and the exchange field of the EuS. Notice that

h
(EuS)
ex should be 100 meV according to our full model.

However, we allow this parameter to vary between 0 and
100 meV to evaluate the robustness of our results with
respect to this value. As commented in the SM [15] de-
partures from the idealized model of Eq. (1) might re-
duce the value of the induced magnetic exchange. With
colors, in the left panel of Fig. 4(c) we show the induced

exchange coupling, h(ind)
ex = hhex(~r)�zi, and in the middle

panel the induced minigap, �min = |E(kz = kF)|, for the
lowest-energy state in both cases. In these plots, white
means trivial (i.e., Q = 1), while the colored regions
correspond to the topological phase. There are several
topological regions as a function of Vbg corresponding to
di↵erent transverse subbands. In those regions, the con-

dition that h(ind)
ex is larger than the induced gap squared

plus the chemical potential squared is fulfilled, as ex-
pected [4, 5]. To the right of Fig. 4(c) we show the
probability density of the transverse subband closer to
the Fermi level at kz = 0 across the wire section for the
parameters indicated with arrows. In the three cases ex-

overlapping non-overlapping
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Hybrid semiconducting nanowire devices combining epitaxial superconductor and ferromagnetic
insulator layers have been recently explored experimentally as an alternative platform for topological
superconductivity at zero applied magnetic field. In this proof-of-principle work we show that the
topological regime can be reached in actual devices depending on some geometrical constraints. To
this end, we perform numerical simulations of InAs wires in which we explicitly include the super-
conducting Al and magnetic EuS shells, as well as the interaction with the electrostatic environment
at a self-consistent mean-field level. Our calculations indicate that the topological phase is achieved
in significant portions of the phase diagram only in configurations where the Al and EuS layers
overlap on some wire facet due to their rather local induced proximity e↵ects. Moreover, we find
that the spin polarization induced directly in the semiconductor by the EuS is much stronger than
the one induced indirectly through the superconductor. Finally, we comment on how the topological
phase can be tuned and optimized using external gates.

Introduction.— Engineering topological superconduc-
tivity in hybrid superconductor/semiconductor nanos-
tructures where Majorana zero modes may be generated
and manipulated has emerged as a great challenge for
condensed matter physics in the last decade [1–3]. While
Rashba-coupled proximitized semiconducting nanowires
appears as one of the most successful platforms [4, 5],
reaching the topological regime in these devices requires
applying large magnetic fields. This turns out to be not
only detrimental to superconductivity, but it also im-
poses some constraints in the design of quantum infor-
mation processing devices [6, 7].

Recent experiments [8–10] have been exploring an al-
ternative route in which an epitaxial layer of a ferro-
magnetic insulator is also added to the superconduc-
tor/semiconductor nanowire system. While the idea of
replacing the external magnetic field by the ferromag-
netic layer appears as rather straightforward in simplified
models [11], there are open questions when applied to re-
alistic systems. Microscopic calculations are required to
demonstrate whether or not the topological regime could
be reached for the actual geometrical and material pa-
rameters, as well as gating conditions. Moreover, the
interplay between the induced pairing and the induced
magnetization is not clear at present.

To address this problem we perform comprehensive nu-
merical simulations of the ferromagnetic hybrid nanowire
devices, see Fig. 1. Related studies have been performed
concurrently [12–14]. We include the interaction with
the electrostatic environment that typically surrounds
the hybrid nanostructures by solving the Schrödinger-
Poisson equations self-consistently in the Thomas-Fermi

approximation.

We show that topological superconductivity can in-
deed arise in these systems provided that certain geo-
metrical and electrostatic conditions are met. We find
that, for realistic values of the external gates, device lay-
outs where the Al and EuS layers that partially cover the
wire overlap on one facet, develop extended topological
regions in parameter space with significant topological
gaps. This is in contrast to devices where the super-
conducting and magnetic layers are grown on adjacent
facets. This could explain why recent experiments find
zero bias peaks (ZBPs) in bias spectroscopy experiments
–compatible in principle with the existence of a Majorana
zero mode at the wire’s end– only in the former geometry
but not in the latter.

Concerning the magnetization process, an open issue is
whether the spin polarization is directly induced by the
ferromagnet in the semiconducting nanowire electrons, or
indirectly through a more elaborate process where it is
first induced in the superconducting layer (at the regions
where the Al and EuS shells overlap) and then in the
wire. For instance, Ref. 8 suggested that the hysteretic
behavior found in some devices could be in agreement
with the indirect mechanism. We find that there is in-
deed an indirect induced magnetization through the Al
layer, but this cannot drive a topological phase transition
by itself. Conversely, there is strong direct magnetization
from the EuS into the InAs, but only over a very thin re-
gion close to the ferromagnet. Interestingly, both mecha-
nisms –direct and indirect– contribute to achieve robust
and sizeable topological regions in the phase diagram.

Device geometries and model.— Following closely the
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Motivated by recent experiments searching for Majorana zero modes in tripartite semiconductor
nanowires with epitaxial superconductor and ferromagnetic-insulator layers, we explore the emer-
gence of topological superconductivity in such devices for paradigmatic arrangements of the three
constituents. Accounting for the competition between magnetism and superconductivity, we treat
superconductivity self consistently and describe the electronic properties, including the supercon-
ducting and ferromagnetic proximity e↵ects, within a direct wave-function approach. We con-
clude that the most viable mechanism for topological superconductivity relies on a superconductor-
semiconductor-ferromagnet arrangement of the constituents, in which spin splitting and supercon-
ductivity are independently induced in the semiconductor by proximity and superconductivity is
only weakly a↵ected by the ferromagnetic insulator.

I. INTRODUCTION

Topological superconductors can be engineered
through a combination of spin-orbit coupling, con-
ventional superconductivity, and Zeeman splitting
[1–3]. A candidate platform are hybrid semiconductor-
superconductor nanowires pierced by an external
magnetic field [4, 5]. The semiconductor, typically InAs
or InSb, provides the spin-orbit coupling, while the
superconductor and the magnetic field contribute the
conventional superconductivity and the Zeeman split-
ting, respectively. Experiments using this scheme have
reported the observation of zero-bias peaks, consistent
with the presence of Majorana zero modes [3, 6–19].
Even if this blueprint proved consistently successful for
the engineering of topological superconductivity, the
use of an external magnetic field might be inconvenient
for engineering more involved devices underlying a
Majorana-based quantum computer [20]. In particular,
the magnetic field should ideally be applied parallel to
the nanowire, requiring all nanowires to be aligned.

In an e↵ort to alleviate this constraint, recent experi-
ments [17–19] have explored the possibility of replacing
the external magnetic field by a proximity-induced ex-
change field exerted by an epitaxial ferromagnetic insu-
lator grown directly on the nanowire. One set of experi-
ments [18, 19] uses semiconductor nanowires (InAs) with
epitaxial superconducting (Al) and ferromagnetic (EuS)
layers. Another experiment [17] grows Au wires on top
of a superconducting substrate (V) and covers them by
a EuS layer. Motivated by these experiments, we study
the emergence of topological superconductivity in such
tripartite nanowires, which combine a semiconducting or
metallic core (N) with epitaxial superconducting (SC)
and ferromagnetic (F) layers, from a theoretical perspec-
tive, complementing a series of concurrent studies [21–
24].

A schematic section through the experimental
nanowires in Refs. [18, 19] is shown in Fig. 1. A semicon-
ducting nanowire with hexagonal cross section is covered

by a ferromagnetic insulator on one facet. The super-
conducting layer covers both a neighboring facet as well
as the ferromagnetic layer. Band bending at the normal-
superconductor interface is expected to lead to electron
accumulation near that interface, presumably making the
region where all three layers meet particularly pertinent
for the potential emergence of topological superconduc-
tivity. As seen from the enlarged rendering in Fig. 1,
this region includes interfaces between all three layers.
Exemplifying the experimental geometries by stacks of
three layers, we thus study the emergence of topologi-
cal superconductivity for the three possible stackings as
shown in Fig. 1. Such a stacked structure also closely
resembles the experimental setup in Ref. [17].

We describe both the ferromagnetic and the supercon-
ducting proximity e↵ects underlying the emergence of
topological superconductivity in these structures within
a direct wave-function approach. For stackings involving
an interface between the superconductor and the ferro-
magnetic insulator, the superconducting pairing will be
substantially suppressed. We account for this compe-
tition by determining the superconducting pairing self-
consistently. The ferromagnetic proximity e↵ect on a
thin superconducting layer resembles, but is not identical
to the e↵ect of an external Zeeman field [25–29], and is
uniform across the entire superconducting layer as long
as its thickness is small compared to the superconducting
coherence length [30, 31]. We find that all three possible
layer arrangements can support topological superconduc-
tivity. However, the e↵ects of the ferromagnet on the su-
perconductor greatly limit the extent of the topological
phase in parameter space, when a direct SC-F interface is
present. Moreover, a ferromagnetic insulator sandwiched
between superconductor and semiconductor will tend to
decouple the semiconductor from the superconductor, so
that a possible topological superconducting phase occurs
only for very thin F layers. We thus find that the topo-
logical superconducting phase has the largest extent in
parameter space for the SC-N-F arrangement, where the
emergence of the topological phase closely parallels the
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Motivated by recent experiments searching for Majorana zero modes in tripartite semiconductor
nanowires with epitaxial superconductor and ferromagnetic-insulator layers, we explore the emer-
gence of topological superconductivity in such devices for paradigmatic arrangements of the three
constituents. Accounting for the competition between magnetism and superconductivity, we treat
superconductivity self consistently and describe the electronic properties, including the supercon-
ducting and ferromagnetic proximity e↵ects, within a direct wave-function approach. We con-
clude that the most viable mechanism for topological superconductivity relies on a superconductor-
semiconductor-ferromagnet arrangement of the constituents, in which spin splitting and supercon-
ductivity are independently induced in the semiconductor by proximity and superconductivity is
only weakly a↵ected by the ferromagnetic insulator.

I. INTRODUCTION

Topological superconductors can be engineered
through a combination of spin-orbit coupling, con-
ventional superconductivity, and Zeeman splitting
[1–3]. A candidate platform are hybrid semiconductor-
superconductor nanowires pierced by an external
magnetic field [4, 5]. The semiconductor, typically InAs
or InSb, provides the spin-orbit coupling, while the
superconductor and the magnetic field contribute the
conventional superconductivity and the Zeeman split-
ting, respectively. Experiments using this scheme have
reported the observation of zero-bias peaks, consistent
with the presence of Majorana zero modes [3, 6–19].
Even if this blueprint proved consistently successful for
the engineering of topological superconductivity, the
use of an external magnetic field might be inconvenient
for engineering more involved devices underlying a
Majorana-based quantum computer [20]. In particular,
the magnetic field should ideally be applied parallel to
the nanowire, requiring all nanowires to be aligned.

In an e↵ort to alleviate this constraint, recent experi-
ments [17–19] have explored the possibility of replacing
the external magnetic field by a proximity-induced ex-
change field exerted by an epitaxial ferromagnetic insu-
lator grown directly on the nanowire. One set of experi-
ments [18, 19] uses semiconductor nanowires (InAs) with
epitaxial superconducting (Al) and ferromagnetic (EuS)
layers. Another experiment [17] grows Au wires on top
of a superconducting substrate (V) and covers them by
a EuS layer. Motivated by these experiments, we study
the emergence of topological superconductivity in such
tripartite nanowires, which combine a semiconducting or
metallic core (N) with epitaxial superconducting (SC)
and ferromagnetic (F) layers, from a theoretical perspec-
tive, complementing a series of concurrent studies [21–
24].

A schematic section through the experimental
nanowires in Refs. [18, 19] is shown in Fig. 1. A semicon-
ducting nanowire with hexagonal cross section is covered

by a ferromagnetic insulator on one facet. The super-
conducting layer covers both a neighboring facet as well
as the ferromagnetic layer. Band bending at the normal-
superconductor interface is expected to lead to electron
accumulation near that interface, presumably making the
region where all three layers meet particularly pertinent
for the potential emergence of topological superconduc-
tivity. As seen from the enlarged rendering in Fig. 1,
this region includes interfaces between all three layers.
Exemplifying the experimental geometries by stacks of
three layers, we thus study the emergence of topologi-
cal superconductivity for the three possible stackings as
shown in Fig. 1. Such a stacked structure also closely
resembles the experimental setup in Ref. [17].

We describe both the ferromagnetic and the supercon-
ducting proximity e↵ects underlying the emergence of
topological superconductivity in these structures within
a direct wave-function approach. For stackings involving
an interface between the superconductor and the ferro-
magnetic insulator, the superconducting pairing will be
substantially suppressed. We account for this compe-
tition by determining the superconducting pairing self-
consistently. The ferromagnetic proximity e↵ect on a
thin superconducting layer resembles, but is not identical
to the e↵ect of an external Zeeman field [25–29], and is
uniform across the entire superconducting layer as long
as its thickness is small compared to the superconducting
coherence length [30, 31]. We find that all three possible
layer arrangements can support topological superconduc-
tivity. However, the e↵ects of the ferromagnet on the su-
perconductor greatly limit the extent of the topological
phase in parameter space, when a direct SC-F interface is
present. Moreover, a ferromagnetic insulator sandwiched
between superconductor and semiconductor will tend to
decouple the semiconductor from the superconductor, so
that a possible topological superconducting phase occurs
only for very thin F layers. We thus find that the topo-
logical superconducting phase has the largest extent in
parameter space for the SC-N-F arrangement, where the
emergence of the topological phase closely parallels the
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FIG. 1. Top left: Schematic representation of the nanowire
geometry (cross section) employed in the experiments in Refs.
[18, 19]. Bottom left: Enlarged view of the region, presum-
ably most important for the emergence of topological super-
condutivity, where the semiconductor (N), the superconduc-
tor (SC), and the ferromagnetic insulator (F) meet. Right:
Three paradigmatic stackings of N, SC, and F, which we in-
vestigate to explore the emergence of topological supercon-
ductivity: (a) SC-N-F, (b) N-SC-F, and (c) N-F-SC. In ex-
periment, the diameter of the nanowire is of the order of 100
nm, with epitaxial SC and F layers of thickness ⇠ 5nm.

familiar blueprint [4, 5].
We begin with a physical discussion in Sec. II, where

we provide semiclassical estimates and present the main
results of our work. In Sec. III, we detail our model and
the numerical calculations, including the self-consistent
treatment of superconductivity. In Sec. IV, we elaborate
on the phase diagrams, which we obtain numerically. Fi-
nally, we conclude in Sec. V.

II. PHYSICAL PICTURE

This section provides a summary of our principal re-
sults on the basis of physical arguments. We begin with
a brief discussion of the proximity e↵ect induced by a
ferromagnetic insulator. When a ferromagnetic insulator
is brought into contact with a normal metal or a super-
conductor, it induces a spin polarization of the carriers.
Carriers impinging on the interface with the ferromag-
net are reflected, with the penetration depth into the
ferromagnet depending on their spin state. This spin-
dependent penetration reflects the di↵erent band gaps
for the two spin projections and is reflected in spin-
dependent scattering phases. In a semiclassical picture
(Bohr-Sommerfeld quantization), it is evident that this
makes the subband energies spin dependent, e↵ectively
inducing a spin splitting analogous to a Zeeman field.

While this proximity-induced spin splitting is closely
analogous to the e↵ects of a Zeeman field, there are
also characteristic di↵erences. To appreciate these dif-

ferences, compare the e↵ects of a Zeeman field and a
proximitizing ferromagnetic insulator on a thin-film su-
perconductor. With increasing Zeeman field, the normal
state becomes magnetized and energetically more favor-
able. Beyond the Clogston-Chandrasekhar limit [32, 33],
the energy gain due to the magnetization is larger than
the superconducting condensation energy, resulting in a
first-order phase transition between the superconducting
and normal states. In contrast, when proximity coupling
the thin-film superconductor to a ferromagnetic insula-
tor, one expects a second-order phase transition when
increasing the exchange field exerted by the ferromagnet
[30]. The underlying reason is that the e↵ect of the ferro-
magnet depends on the transverse mode in the supercon-
ductor, even when the thickness of the thin film is small
compared to the superconducting coherence length and
the superconductor becomes uniformly magnetized [29–
31]. Semiclassically, the transverse modes can be thought
of as electron trajectories impinging on the interface with
the ferromagnetic insulator at mode-specific angles. Due
to Andreev reflection, the overall length of the trajectory
in the superconductor is limited by the superconducting
coherence length ⇠ = ~vS/�0. (Here, vS is the Fermi
velocity in the superconductor and �0 the unperturbed
superconducting pairing). Thus, for a superconductor of
thickness dS, the trajectories reflect from the ferromagnet
⇠ (p̂ · ẑ)⇠/dS times, where ẑ denotes the normal to the in-
terface and p̂ the direction of the electronic momentum.
Modes which propagate mostly parallel to the interface
(p̂ · ẑ ⇠ 0) are little a↵ected by the exchange coupling of
the ferromagnet. This e↵ectively smoothens the vanish-
ing of the superconducting gap with increasing exchange
coupling and results in a second-order transition.

A qualitative understanding of our results can be ob-
tained from semiclassical estimates of the proximity-
induced e↵ective Zeeman field Be↵ and induced supercon-
ducting gap �ind. For these estimates, we assume a N-SC
interface with unit transparency. Even in the absence of
an interface potential, the transparency of the interface
depends on the velocity mismatch between the N and SC
layers. Unit transparency is only found for equal Fermi
velocities on both sides. For typical nanowire materials,
the Fermi velocities vN and vS of the two layers can indeed
be similar in magnitude, vN ⇡ vS, despite the large di↵er-
ence in Fermi wavevectors reflecting the widely di↵erent
electron densities in the semiconductor and the super-
conductor. The reason is that this di↵erence in Fermi
wavevectors is o↵set by a comparable di↵erence in ef-
fective masses. Thus assuming unit transparency of the
N-SC interface, the superconducting gap �ind induced in
the normal region is proportional to the fraction of time
a mode spends in the superconductor [34],

�ind =
⌧S

⌧S + ⌧N

�. (1)

Here ⌧i = di/viz with i =N, S. Notice that the induced
superconducting gap depends on the z component viz of
the velocity and is thus specific for each mode in the
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Motivated by recent experiments searching for Majorana zero modes in tripartite semiconductor
nanowires with epitaxial superconductor and ferromagnetic-insulator layers, we explore the emer-
gence of topological superconductivity in such devices for paradigmatic arrangements of the three
constituents. Accounting for the competition between magnetism and superconductivity, we treat
superconductivity self consistently and describe the electronic properties, including the supercon-
ducting and ferromagnetic proximity e↵ects, within a direct wave-function approach. We con-
clude that the most viable mechanism for topological superconductivity relies on a superconductor-
semiconductor-ferromagnet arrangement of the constituents, in which spin splitting and supercon-
ductivity are independently induced in the semiconductor by proximity and superconductivity is
only weakly a↵ected by the ferromagnetic insulator.

I. INTRODUCTION

Topological superconductors can be engineered
through a combination of spin-orbit coupling, con-
ventional superconductivity, and Zeeman splitting
[1–3]. A candidate platform are hybrid semiconductor-
superconductor nanowires pierced by an external
magnetic field [4, 5]. The semiconductor, typically InAs
or InSb, provides the spin-orbit coupling, while the
superconductor and the magnetic field contribute the
conventional superconductivity and the Zeeman split-
ting, respectively. Experiments using this scheme have
reported the observation of zero-bias peaks, consistent
with the presence of Majorana zero modes [3, 6–19].
Even if this blueprint proved consistently successful for
the engineering of topological superconductivity, the
use of an external magnetic field might be inconvenient
for engineering more involved devices underlying a
Majorana-based quantum computer [20]. In particular,
the magnetic field should ideally be applied parallel to
the nanowire, requiring all nanowires to be aligned.

In an e↵ort to alleviate this constraint, recent experi-
ments [17–19] have explored the possibility of replacing
the external magnetic field by a proximity-induced ex-
change field exerted by an epitaxial ferromagnetic insu-
lator grown directly on the nanowire. One set of experi-
ments [18, 19] uses semiconductor nanowires (InAs) with
epitaxial superconducting (Al) and ferromagnetic (EuS)
layers. Another experiment [17] grows Au wires on top
of a superconducting substrate (V) and covers them by
a EuS layer. Motivated by these experiments, we study
the emergence of topological superconductivity in such
tripartite nanowires, which combine a semiconducting or
metallic core (N) with epitaxial superconducting (SC)
and ferromagnetic (F) layers, from a theoretical perspec-
tive, complementing a series of concurrent studies [21–
24].

A schematic section through the experimental
nanowires in Refs. [18, 19] is shown in Fig. 1. A semicon-
ducting nanowire with hexagonal cross section is covered

by a ferromagnetic insulator on one facet. The super-
conducting layer covers both a neighboring facet as well
as the ferromagnetic layer. Band bending at the normal-
superconductor interface is expected to lead to electron
accumulation near that interface, presumably making the
region where all three layers meet particularly pertinent
for the potential emergence of topological superconduc-
tivity. As seen from the enlarged rendering in Fig. 1,
this region includes interfaces between all three layers.
Exemplifying the experimental geometries by stacks of
three layers, we thus study the emergence of topologi-
cal superconductivity for the three possible stackings as
shown in Fig. 1. Such a stacked structure also closely
resembles the experimental setup in Ref. [17].

We describe both the ferromagnetic and the supercon-
ducting proximity e↵ects underlying the emergence of
topological superconductivity in these structures within
a direct wave-function approach. For stackings involving
an interface between the superconductor and the ferro-
magnetic insulator, the superconducting pairing will be
substantially suppressed. We account for this compe-
tition by determining the superconducting pairing self-
consistently. The ferromagnetic proximity e↵ect on a
thin superconducting layer resembles, but is not identical
to the e↵ect of an external Zeeman field [25–29], and is
uniform across the entire superconducting layer as long
as its thickness is small compared to the superconducting
coherence length [30, 31]. We find that all three possible
layer arrangements can support topological superconduc-
tivity. However, the e↵ects of the ferromagnet on the su-
perconductor greatly limit the extent of the topological
phase in parameter space, when a direct SC-F interface is
present. Moreover, a ferromagnetic insulator sandwiched
between superconductor and semiconductor will tend to
decouple the semiconductor from the superconductor, so
that a possible topological superconducting phase occurs
only for very thin F layers. We thus find that the topo-
logical superconducting phase has the largest extent in
parameter space for the SC-N-F arrangement, where the
emergence of the topological phase closely parallels the
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We study the electronic properties of InAs/EuS/Al heterostructures as explored in a recent ex-
periment [S. Vaitiekėnas et al., Nat. Phys. (2020)], combining both spectroscopic results and
microscopic device simulations. In particular, we use angle-resolved photoemission spectroscopy to
investigate the band bending at the InAs/EuS interface. The resulting band o↵set value serves as an
essential input to subsequent microscopic device simulations, allowing us to map the electronic wave
function distribution. We conclude that the magnetic proximity e↵ects at the Al/EuS as well as
the InAs/EuS interfaces are both essential to achieve topological superconductivity at zero applied
magnetic field. Mapping the topological phase diagram as a function of gate voltages and proximity-
induced exchange couplings, we show that the ferromagnetic hybrid nanowire with overlapping Al
and EuS layers can become a topological superconductor within realistic parameter regimes, and
that the topological phase can be optimized by external gating. Our work highlights the need for a
combined experimental and theoretical e↵ort for faithful device simulations.

I. INTRODUCTION

Topological superconductivity (TSC) has attracted
lots of attention and inspired intensive research over the
last few decades. The defects or wire ends of a TSC can
host Majorana zero modes which are non-Abelian anyons
and potential building blocks of topological quantum
computing [1–14]. Heterostructures between a spin-orbit
coupled semiconducting nanowire and a conventional s-
wave superconductor is one of the promising platforms for
realizing TSC [15–18]. In these hybrid devices, topologi-
cal superconductivity is realized for a su�ciently strong
Zeeman splitting.

In most experimental studies of semiconductor-
superconductor hybrid nanowires so far, Zeeman splitting
is induced by an externally applied magnetic field [19–
29]. However, Zeeman energy in the hybrid system can
also be induced by proximity e↵ect from ferromagnetic
insulators (FMI) [15, 18]. In a recent experiment, topo-
logical properties of InAs/EuS/Al ferromagnetic (FM)
hybrid nanowires have been investigated [30]. Tunneling
spectroscopy revealed zero-bias conductance peaks over a
finite parameter regime for multiple devices, compatible
with Majorana zero modes and topological superconduc-
tivity. Interestingly, such zero-bias peaks have appeared
only in devices of a particular geometry, namely when the
Al and EuS layers overlap with each other by one facet
(see Fig. 1), but not in other device geometries without
such an overlap. This raises the question on the fun-

⇤ Electronic address: chunxiaoliu62@gmail.com
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FIG. 1. Schematic of the device studied in the experiment [30]
and in this work. An InAs nanowire (yellow) is partially cov-
ered by Al (blue) and EuS (green) layers and is placed on a
dielectric substrate (grey). A back-gate (dark blue) and two
side-gates (orange) are applied to control the electrostatic po-
tential profile in the InAs nanowire. Surface charges are added
on the three facets of the bare InAs nanowire (brown) and on
the two facets of the InAs/EuS interface (dark green) to ac-
count for the band bending e↵ect.

damental physical mechanisms for realizing TSC in such
ferromagnetic hybrid nanowires.

In this work, we explore systematically di↵erent mech-
anisms for inducing an e↵ective Zeeman energy in the
nanowire, using detailed microscopic device simulations.
To this end it is essential to have a faithful description of
the electrostatic potential in the device. Previous works
highlighted the critical role of band o↵sets at interfaces
of the semiconductor with other materials [31, 32]. For
the bare InAs surface and the InAs/Al interface this has
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We study the electronic properties of InAs/EuS/Al heterostructures as explored in a recent ex-
periment [S. Vaitiekėnas et al., Nat. Phys. (2020)], combining both spectroscopic results and
microscopic device simulations. In particular, we use angle-resolved photoemission spectroscopy to
investigate the band bending at the InAs/EuS interface. The resulting band o↵set value serves as an
essential input to subsequent microscopic device simulations, allowing us to map the electronic wave
function distribution. We conclude that the magnetic proximity e↵ects at the Al/EuS as well as
the InAs/EuS interfaces are both essential to achieve topological superconductivity at zero applied
magnetic field. Mapping the topological phase diagram as a function of gate voltages and proximity-
induced exchange couplings, we show that the ferromagnetic hybrid nanowire with overlapping Al
and EuS layers can become a topological superconductor within realistic parameter regimes, and
that the topological phase can be optimized by external gating. Our work highlights the need for a
combined experimental and theoretical e↵ort for faithful device simulations.

I. INTRODUCTION

Topological superconductivity (TSC) has attracted
lots of attention and inspired intensive research over the
last few decades. The defects or wire ends of a TSC can
host Majorana zero modes which are non-Abelian anyons
and potential building blocks of topological quantum
computing [1–14]. Heterostructures between a spin-orbit
coupled semiconducting nanowire and a conventional s-
wave superconductor is one of the promising platforms for
realizing TSC [15–18]. In these hybrid devices, topologi-
cal superconductivity is realized for a su�ciently strong
Zeeman splitting.

In most experimental studies of semiconductor-
superconductor hybrid nanowires so far, Zeeman splitting
is induced by an externally applied magnetic field [19–
29]. However, Zeeman energy in the hybrid system can
also be induced by proximity e↵ect from ferromagnetic
insulators (FMI) [15, 18]. In a recent experiment, topo-
logical properties of InAs/EuS/Al ferromagnetic (FM)
hybrid nanowires have been investigated [30]. Tunneling
spectroscopy revealed zero-bias conductance peaks over a
finite parameter regime for multiple devices, compatible
with Majorana zero modes and topological superconduc-
tivity. Interestingly, such zero-bias peaks have appeared
only in devices of a particular geometry, namely when the
Al and EuS layers overlap with each other by one facet
(see Fig. 1), but not in other device geometries without
such an overlap. This raises the question on the fun-
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FIG. 1. Schematic of the device studied in the experiment [30]
and in this work. An InAs nanowire (yellow) is partially cov-
ered by Al (blue) and EuS (green) layers and is placed on a
dielectric substrate (grey). A back-gate (dark blue) and two
side-gates (orange) are applied to control the electrostatic po-
tential profile in the InAs nanowire. Surface charges are added
on the three facets of the bare InAs nanowire (brown) and on
the two facets of the InAs/EuS interface (dark green) to ac-
count for the band bending e↵ect.

damental physical mechanisms for realizing TSC in such
ferromagnetic hybrid nanowires.

In this work, we explore systematically di↵erent mech-
anisms for inducing an e↵ective Zeeman energy in the
nanowire, using detailed microscopic device simulations.
To this end it is essential to have a faithful description of
the electrostatic potential in the device. Previous works
highlighted the critical role of band o↵sets at interfaces
of the semiconductor with other materials [31, 32]. For
the bare InAs surface and the InAs/Al interface this has
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ered by Al (blue) and EuS (green) layers and is placed on a
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FIG. 1. Schematic of the device studied in the experiment [30]
and in this work. An InAs nanowire (yellow) is partially cov-
ered by Al (blue) and EuS (green) layers and is placed on a
dielectric substrate (grey). A back-gate (dark blue) and two
side-gates (orange) are applied to control the electrostatic po-
tential profile in the InAs nanowire. Surface charges are added
on the three facets of the bare InAs nanowire (brown) and on
the two facets of the InAs/EuS interface (dark green) to ac-
count for the band bending e↵ect.
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FIG. 4. Magnetic proximity e�ciency and wavefunction pro-
files in a bare InAs nanowire. (a) ⌘ of the normal eigenstate
closest to the Fermi surface as a function of the backgate and
the rightgate voltages. (b) | (r)|2 of the normal eigenstates
at specific gate voltages.

C. Direct magnetic proximity e↵ect

We now focus on the direct magnetic proximity ef-
fect at the InAs/EuS interface and its dependence on
gates, neglecting the superconducting shell completely.
In particular for the quantum problem, we consider a
bare InAs nanowire and the direct proximity e↵ect is
modeled phenomenologically as a local exchange coupling
h

InAs
ex �z within a distance d = 1.5 nm from the two-facet

boundaries where InAs and EuS contact with each other.
Here, the distance d is chosen to be about the penetra-
tion length of the wavefunction in a typical magnetic in-
sulator [18], such that the magnitude of h

InAs
ex can be

approximated as the strength of the ferromagnetic cou-
pling inside EuS. We have chosen for this phenomeno-
logical approach as the band structure of EuS may not
be represented faithfully with an e↵ective mass model
as used for InAs and Al in our study. The e↵ect of the
back-gate and two side-gates is included via the electro-
static potential profile �(r), which is calculated based
on the geometry shown in Fig. 1. In order to quantify
the magnetic proximity e↵ect, we define the e�ciency
⌘ = [En"(kz = 0) � En#(kz = 0)]/2h

InAs
ex , which is the

Zeeman energy splitting of the n-th spinful subband in
the presence of a unit-strength h

InAs
ex . En� is the energy

eigenstate of the discretized normal Hamiltonian HN in
Eq. (4).

Figure 4(a) shows the calculated ⌘ of the normal sub-
band mode closest to the Fermi surface as a function of
the backgate and rightgate voltages (the leftgate depen-
dence is weak due to the screening e↵ect of Al). The e�-
ciency ⌘ is a piecewise function of the gate voltages, with
each piece corresponding to a particular subband mode.
The ⌘ di↵erence between distinct subband modes can be
stark and dominates the ⌘ variations within a single sub-
band mode. Note that although the dependence of ⌘ on
the gate voltages is not monotonic, a general trend is that
the subband mode at a more negative (positive) value of

FIG. 5. (a) Topological phase diagram in (hInAs
ex , VBG) with

hAl
ex = 0.25 meV, and VLG = VRG = 0 V. The area in purple

represents the topological phase of the hybrid nanowire, while
that in grey represents the trivial phase. (b) Minimally re-
quired exchange coupling at the InAs/EuS interface for realiz-
ing TSC as a function of the strength of the induced exchange
coupling in Al. The two lines correspond to the topological
phases in (a) at VBG = �2.03 V and �3.45 V. (c) Topo-
logical phase diagram in (VRG, VBG) with hAl

ex = 0.25 meV,
hInAs
ex = 15 meV, and VLG = 0 V.

the backgate (rightgate) voltage would have a larger ⌘,
because their wavefunctions are more confined towards
the InAs/EuS interface where the direct magnetic prox-
imity e↵ect is the strongest, as shown in Fig. 4(b).

The generalization from the bare InAs to the InAs/Al
hybrid nanowire is straightforward. Namely, the e↵ective
Zeeman splitting for the hybrid state due to the direct
magnetic proximity e↵ect can be approximated as

E
(2)
Z ⇡ (1 � wSC) · ⌘ · h

InAs
ex , (9)

where the prefactor (1 � wSC) accounts for the
semiconductor-superconductor hybridization. In the ab-
sence of other mechanisms of inducing Zeeman splitting,
the minimal strength of the exchange coupling for re-
alizing TSC would be about h

InAs
ex,min = wSC�0

(1�wSC)⌘ by re-

quiring E
(2)
Z = �ind. For a typical device with strong

coupling at both InAs/Al and InAs/EuS interfaces, e.g.,
wSC ⇡ 0.5 and ⌘ ⇡ 7 ⇥ 10�3 [see Fig. 4(a)], we have
h

InAs
ex,c ⇡ 50 meV. Such a large strength of exchange cou-

pling sets a demanding requirement for the proximity
magnetic insulator candidates.
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FIG. 6. (a) wSC and ⌘ of lobe-A along the zero-Fermi-energy
line [dashed lines in Fig. 5(c)]. Here the variation of wSC has
a dominant e↵ect over ⌘ in determining the topological phase
of the hybrid state. (c) Calculated Etot

Z � �ind (black dots)
of lobe-A. Ideally, the hybrid state at zero Fermi energy be-
comes topological when Etot

Z ��ind is greater than zero. The
purple shaded area represents the topological phase indicated
in Fig. 5(c). (b) and (d) Similar to (a) and (c) for lobe-C. For
lobe-C, the change of ⌘ is larger than wSC, and the hybrid
state becomes topological when the direct magnetic proxim-
ity e↵ect is prominent (⌘ > 9 ⇥ 10�3).

man splitting. This is in contrast to the usual topological
phase transition driven by changing the chemical poten-
tial by a gate.

IV. SUMMARY AND DISCUSSIONS

In this work, we studied the electronic properties of
InAs/EuS/Al hybrid nanowires. We analyzed the band
bending at the InAs/EuS interface using ARPES data
and found that this interface enhances electron accumu-
lation compared to a bare InAs surface. Using this in-
put, we performed microscopic electrostatics and device
simulations. From these we concluded that it is feasi-
ble to achieve topological superconductivity in the de-
vice geometry shown in Fig. 1, within the realistic pa-
rameters: the calculated minimal strength of h

InAs
ex at

the InAs/EuS interface is about 10 meV, consistent with
the induced exchange coupling between III-V semicon-
ductors and magnetic insulators. Our calculations also
indicate that in experiments a topological phase is only
achieved by the combination of both an induced Zeeman
splitting in the superconducting Al shell by EuS, and an
induced Zeeman splitting directly at the InAs/EuS inter-
face. We also find in this hybrid device additional ways
to control the topological phase by gates compared to
the well-known control by changing the chemical poten-

tial: Topology can be controlled using two gates either
by changing the e↵ective induced superconducting gap
or by changing the overlap of the wave function with the
InAs/EuS interface and thus the directly induced Zee-
man splitting. This gives new avenues to experimentally
optimizing topological phases in a given device geometry.

While finishing this work we became aware of a similar
study on InAs/EuS/Al nanodevices focusing on electro-
static e↵ects [45]. That work concludes, opposite to our
findings, that only the directly induced Zeeman splitting
is necessary for a topological phase. The reason for this
discrepancy is that Ref. [45] only assumes electron accu-
mulation due to the work function di↵erence between Al
and InAs, and not at the InAs/EuS interface, contrary to
our experimental finding. We note that there is concur-
rent work on the e↵ects of electrostatics in these hybrid
systems [51]. Also, there are concurrent e↵orts to go be-
yond the e↵ective model as used in our work, and do a
self-consistent treatment of proximity e↵ect between EuS
and Al when the shells overlap [52].
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In conventional singlet superconductors, the
Cooper pairs consist of opposite-spin electrons,
whereas the electrons in a ferromagnetic ground
state align their spin to yield a net magnetic mo-
ment. Under the right conditions, a combina-
tion of the two opposing orders can give rise to
novel physics ranging from superconducting spin-
tronics [1, 2] to topological matter [3, 4]. Exper-
iments on superconductor-ferromagnetic insula-
tor hybrids reported low-energy excitations con-
sistent with the topological phase [5, 6]. The
complexity of the antagonistic proximity e↵ects
between the two phases, however, hinders a
straightforward interpretation. Transport spec-
troscopy of the Coulomb blockade allows for a
more detailed superconducting subgap state in-
vestigation [7]. Here, we study triple hybrid
Coulomb islands composed of semiconducting
InAs nanowires coated with partly overlapping
ferromagnetic insulator EuS and superconducting
Al epitaxial shells. Coulomb spectroscopy reveals
alternating even-odd features in both linear- and
nonlinear-response conductance. Our observa-
tions agree well with modeled transport through a
spin-polarized subgap state including the second-
order cotunneling processes. The subgap-state
energy, deduced from the inelastic cotunneling
onsets, agrees well with the peak-spacing di↵er-
ence and can be tuned electrostatically around
zero.

Multiple Andreev reflections—scattering of an elec-
tron into a retro-reflected hole or vice versa—can re-
sult in a standing wave called Andreev bound state
(ABS) [8]. For instance, the supercurrent in Josephson
junctions is carried by bound states whose energies de-
pend on the macroscopic phase drop across the weak link
[9, 10]. Coulomb-blockaded junctions can display char-
acteristic cotunneling features thanks to the transport
through excited states [11] or phase drop of ⇡ indicat-
ing a supercurrent reversal [12]. Spin-split Andreev lev-
els in superconductor-semiconductor hybrids can exhibit
parity crossings as a function of an external magnetic
field [13, 14]. The parity lifetimes of excited states were
investigated by transport through hybrid islands [7, 15].
Coherent control of spin-resolved bound states was re-

cently demonstrated using techniques of circuit quantum
electrodynamics [16]. Spin-polarized bound states can
also arise by coupling a magnetic impurity to a super-
conductor via exchange interaction [17]. Tunneling at
spin-active interfaces [18] revealed nondegenerate ABSs
at fixed energies [19] and signs of equal-spin triplet su-
perconductivity [20].

The measured wires consist of InAs nanowires with
a hexagonal cross section coated with two-facet EuS
and Al epitaxial shells [21, 22] overlapping by one
facet [Fig. 1(a)]. Tunneling spectroscopy of wires from
the same batch [6] showed signatures consistent with
topological superconductivity [23–28]. Here, we show
measurements from two wires, each comprising two hy-
brid islands—400 and 800 nm in length—with normal
metal leads and gate electrodes [Fig. 1(b)]. The islands
were operated individually. All the transport measure-
ments were performed using standard a.c. lock-in tech-
niques in a dilution refrigerator with a base temperature
of 20 mK, equipped with a three-axis vector magnet (see
Methods for fabrication and measurement details).
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electron system (2DES) and its host lattice decreases pre-

cipitously with decreasing temperature [4,16]. In fact, at

very low temperatures cooling of the electrons proceeds

largely via the electrical contacts. Electrons diffuse to

the contacts, where they cool in the highly disordered re-

gion formed by the “dirty” alloy of GaAs and indium.

Therefore, cooling of the contacts is of paramount impor-

tance in low-temperature transport experiments and our

cooling system was designed to cool specifically the con-

tact areas of the 2DES specimen. Eight sintered silver

heat exchangers each having an estimated surface area of

!0.5 m2 and formed around a 10mil silver wire were sol-

dered directly to the indium contacts of the sample using

indium as a solder. They provide electrical contact and si-

multaneously function as large area cooling surfaces. The

back side of the sample was glued with gallium to yet an-

other large surface area heat exchanger for efficient cool-

ing of the lattice of the specimen. The inset of Fig. 1

shows a sketch of this arrangement. Sample and heat ex-

changers were immersed into a cell made from polycar-

bonate and filled with liquid 3He. The liquid is cooled by

the PrNi5 nuclear demagnetization stage of a dilution re-

frigerator via annealed silver rods that enter the 3He cell.

This brings the system’s base temperature to 0.5 mK, well

below the 8 mK of the dilution unit.

A cerium magnesium nitrate thermometer, a 3He melt-

ing curve thermometer, and/or a Pt NMR thermometer are

FIG. 1. Hall resistance Rxy and longitudinal resistance Rxx at
an electron temperature Te " 4.0 mK. Vertical lines mark the
Landau level filling factors. The inset shows a schematic of
the sample with attached sintered silver heat exchangers (gray)
to cool the 2DES.

mounted in the low-field region, at the top of the nuclear

stage. The accuracy of the thermometry is estimated to be

better than 0.05 mK. All measurements were performed in

an ultraquiet environment, shielded from electromagnetic

noise. RC filters with cutoff frequencies of 10 kHz were

employed to reduce rf heating. The data were collected us-

ing a PAR-124A analog lock-in with an excitation current

of 1 nA at typically 5 Hz. At this current level electron

heating was undetectable for a temperature greater than

8 mK. This was deduced from a series of heating experi-

ments, in which Rxx was measured at different currents

from 0.5 to 100 nA at Tb ! 8.0 mK. The resistance of
the strongly T -dependent Rxx peak at 3.75 T in Fig. 1 was

used as an internal thermometer for the electron tempera-

ture, Te, assuming Te ! Tb at higher Tb and in the limit

of low current. The Te vs I data fit the expected T5 rela-

tionship [4,16], ln#I2$ ! const 1 ln#T5
e 2 T5

b $, where I is
in nA, T in mK, and const ! 27.5. At Tb ! 8.0 mK and
1 nA current it yields Te ! 8.05 mK, sufficiently close to
Tb for the difference to be negligible.

Figure 1 shows the Hall resistance Rxy and the longi-

tudinal resistance Rxx between Landau level filling fac-

tors n ! 3 and n ! 2 at Tb ! 2 mK. Using the above
equation for an excitation current of 1 nA, the deduced

electron temperature, Te, is !4 mK. Ultimately it is un-
clear, whether the T5 law continues to hold. However, if

anything, we would expect Te ! 4 mK to be a conserva-
tive estimate, since electron cooling via the well heat-sunk

contacts should lower Te below the limit set by lattice

cooling. Strong minima emerge in Rxx in the vicinity of

filling factors n ! 5%2, n ! 7%3, and n ! 8%3. Satel-
lite features can be made out that are probably associated

with filling factors n ! 19%7, 13%5, 12%5, and 16%7. If
this identification is correct, apart from the n ! 5%2 state,
the successive development of FQHE states is not unlike

the one observed in the lowest Landau level. However,

as long as such minima do not show concomitant Hall

plateaus, one cannot be certain as to their quantum num-

bers. Strikingly different from the Rxx pattern around

n ! 1%2 is not only the existence of the central n ! 5%2
state, but also the emergence of very strong maxima flank-

ing this minimum.

The primary minima at n ! 5%2, n ! 7%3, and n !
8%3 show well developed Hall plateaus. In particular,

the 5%2 plateau is extensive, allowing its value to be

measured to high precision. This was performed with

a current of 20 nA, which raises Te to !15 mK, but
increases the signal to noise, while keeping the plateau

intact. The lock-in operated at 23 Hz and its output was

averaged for 20 min. The neighboring integral quantum

Hall effect (IQHE) plateaus at n ! 2 and n ! 3were used
as standard resistors to which the value at n ! 5%2 was
compared. In the center of the plateau, as determined by

the midpoint between the sharply rising flanks on either

side, Rxy was found to be quantized to h%#5%2$e2 to better

than 2 3 1026 over a range of at least 0.01 T, equivalent
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and time-reversal symmetries and the fractional quantum Hall effect
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We analyze pairing of fermions in two dimensions for fully gapped cases with broken parity !P" and time
reversal !T", especially cases in which the gap function is an orbital angular momentum !l" eigenstate, in
particular l!"1 !p wave, spinless, or spin triplet" and l!"2 !d wave, spin singlet". For l#0, these fall into
two phases, weak and strong pairing, which may be distinguished topologically. In the cases with conserved
spin, we derive explicitly the Hall conductivity for spin as the corresponding topological invariant. For the
spinless p-wave case, the weak-pairing phase has a pair wave function that is asympototically the same as that
in the Moore-Read !Pfaffian" quantum Hall state, and we argue that its other properties !edge states, quasihole,
and toroidal ground states" are also the same, indicating that nonabelian statistics is a generic property of such
a paired phase. The strong-pairing phase is an abelian state, and the transition between the two phases involves
a bulk Majorana fermion, the mass of which changes sign at the transition. For the d-wave case, we argue that
the Haldane-Rezayi state is not the generic behavior of a phase but describes the asymptotics at the critical
point between weak and strong pairing, and has gapless fermion excitations in the bulk. In this case the
weak-pairing phase is an abelian phase, which has been considered previously. In the p-wave case with an
unbroken U(1) symmetry, which can be applied to the double layer quantum Hall problem, the weak-pairing
phase has the properties of the 331 state, and with nonzero tunneling there is a transition to the Moore-Read
phase. The effects of disorder on noninteracting quasiparticles are considered. The gapped phases survive, but
there is an intermediate thermally conducting phase in the spinless p-wave case, in which the quasiparticles are
extended.

I. INTRODUCTION
Most theories of superconductivity, or more generally of

superfluidity in fermion systems, depend on the concept of a
paired ground state introduced by Bardeen, Cooper, and
Schrieffer !BCS" in 1957.1,2 The ground state may be
thought of loosely as a Bose condensate of pairs of particles,
since such a pair can be viewed as a boson. Within BCS
mean-field theory, such a state forms whenever the interac-
tion between the particles is attractive. For weak attractive
interaction the elementary excitations are fermions !BCS
quasiparticles", which can be created by adding or removing
particles from the system, or in even numbers by breaking
the pairs in the ground state, and the minimum excitation
energy occurs at fermion wavevector near kF , the Fermi
surface that would exist in the normal Fermi-liquid state at
the same density of particles. There is also a collective mode,
which is a gapless phononlike mode in the absence of long-
range interactions between the particles. This mode would
also be present if one considered the pairs as elementary
bosons, and would be the only elementary low-energy exci-
tation in that case. If the attractive interaction becomes
strong, the energy to break a pair becomes large, and at all
lower energies the system behaves like a Bose fluid of pairs.
In the original BCS treatment, each pair of particles was in a
relative s-wave (l!0) state, and the minimum energy for a
fermion excitation is then always nonzero. No phase transi-
tion occurs as the coupling strength is increased to reach the
Bose fluid regime.
Not long after BCS, the theory was generalized to non-

zero relative angular momentum !l" pairing, and after a long
search, p-wave pairing was observed in He3.3 It is believed

that d-wave pairing occurs in heavy fermion and high-Tc
superconductors. Some nonzero l-paired states generally
have vanishing energy gap at some points on the Fermi sur-
face !for weak coupling", while others do not. While the
absence of a transition is well known in the s-wave case, it
seems to be less well known that in some of these other
cases, there is a phase transition as the coupling becomes
more strongly attractive. One reason for this is that the
strong-coupling regime must have a gap for all BCS quasi-
particle excitations. But even when the weak coupling re-
gime is fully gapped, there may be a transition, and these
will be considered in this paper, in two dimensions.
In the paired states with nonzero l there are many exotic

pheneomena, especially in the p-wave case, due to the break-
ing of spin-rotation and spatial-rotation symmetries. These
include textures in the order parameters for the pairing, such
as domain walls, and quasiparticle excitations of vanishing
excitation energy on these textures !zero modes" !these are
reviewed in Ref. 3". In transport, there may be Hall-type
conductivities for conserved quantities, such as spin and en-
ergy, which are possible because of the breaking of both
parity !P" and time reversal !T" symmetries. The breaking of
these symmetries, and topological aspects of the paired state,
are more crucial for the ocurrence of these effects than is the
angular momentum of the pairing; the pairing need not be in
a definite angular momentum state. Many of these effects
have been discussed in remarkable papers by Volovik, of
which a few are Refs. 4–8. These are related to effects we
will explore in this paper. We will make an effort to separate
the effects related to breaking continuous symmetries spon-
taneously, which leads to familiar Goldstone mode physics,
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fermions. The results have been summarized in the Introduc-
tion.
To conclude, our main results are: !i" p-wave pairing in

spinless or spin-polarized fermions in the weak-pairing phase
leads to the properties also found in the FQHE in the MR
states, and supports the ideas of nonabelian statistics as a
robust property, at least in the case of a pure system. Such
statistics will also occur for the vortices in such a p-wave
state in general in charged superfluids, and in neutral super-
fluids modulo U(1) phase factors that arise from the com-
pressible charge sector; !ii" in an A-phase type p-wave phase,
statistics may be abelian, though tunneling or a Zeeman term
may lead to a transition to a MR phase; !iii" in the d-wave
spin-singlet case, the HR state corresponds to the transition
point, and, from now on, may be disregarded in considering
generic spin-singlet FQHE systems, which will most likely
be in the weak-pairing phase. The latter is abelian, but has a
nonzero Hall spin conductivity, and spin-1/2 chiral Dirac fer-
mions on the edge;57 !iv" disorder does not destroy the
phases in question, but may modify the MR phase in an
essential way. In the spinless p-wave case, randomly placed
vortices are a relevant perturbation of the pure transition, and
there is an intermediate phase with metallic thermal conduc-
tivity properties due to delocalized BCS quasiparticles.
Issues which remain to be addressed include the full ef-

fective theories for the states, and for the transitions between
them, and the effect of interactions on the random problems.
Also, a direct derivation of nonabelian statistics in terms of
pairing of fermions in the MR case is desirable.
One further comment on tunneling into the edge is in

order. Such tunneling could provide a useful diagnostic for
the paired states in the FQHE. Since the fermion excitations
on the edge in the weak-pairing phases are now always Dirac
!or Majorana", their contribution to the exponent is always
the same. Thus, at filling factor #!1/q !where q will be 2, 4,
. . . , for fermions such as electrons", the current will scale
as I$V% with %!q"1 in all the weak-pairing or MR
phases. In contrast, in the Halperin-type paired states, we
have %!4q .44 The former result is the same as in the com-
pressible Fermi-liquid-like states.103 Assuming that edge
theories of fully gapped bulk states must always be unitary
conformal field theories, as argued in Sec. IV, the exponent
for tunneling into an edge on which all modes propagate in
the same direction must in fact always be an odd integer, as
a consequence of the Fermi statistics of the electrons. For the
5/2 state, the I$V contribution of the LLL will presumably
dominate.
Note Added: In view of a suggestion which has circulated,

that the Fermi-liquid-like phase of Ref. 25 may generically
have an instability to pairing in some channel, albeit at ex-
tremely low energy or temperature scales, we will consider
here the case of a weak-pairing phase of spin-polarized fer-
mions in an arbitrary angular momentum l eigenstate (l must
be odd". Similar arguments as before show that there will be
!l! chiral Majorana fermion modes on an edge, and corre-
spondingly 2 !l!n#1 degenerate states for 2n vortices. Since
!l! must be odd, this always leads to nonabelian statistics,
with the same monodromy properties as for l!#1 up to
Berry phase factors !because each added pair of Majoranas
makes a Dirac fermion which contributes only abelian ef-
fects".
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APPENDIX A: QUANTIZED HALL CONDUCTIVITY
FOR SPIN

In this Appendix, we provide a detailed derivation of the
Hall conductivity in !iso-" spin transport in the d- and
p-wave (A-phase" cases. This is equivalent to showing that
the induced action for the system in an external gauge field
that couples to the !iso-" spin is a CS term. In the d-wave
case, the system is spin-rotation invariant, so we obtain an
SU(2) CS term, while in the p-wave case, there is only a
U(1) symmetry, so we find a U(1) CS term. In both cases,
the Hall spin conductivity is given in suitable units by a
topological invariant. Within the BCS mean field approach,
using a suitable conserving approximation, this topological
invariant is the winding number of (uk ,vk) discussed in Sec.
II, and is therefore an integer, which is the statement of
quantization. We argue that the quantization in terms of a
topological invariant is more general than the approximation
used.
Considering first the spin-singlet paired states, we use the

Nambu basis where the symmetries are transparent. Define

&!
1
!2 " c

i'yc†
# , !A1"

with

c!" c↑

c↓
# , !A2"

so that & transforms as a tensor product of particle-hole and
spin-space spinors. We consider an interacting system and
approximate it as in BCS theory, then with a minimal cou-
pling to the gauge field, we use a conserving approximation
to obtain the spin response. In Fourier space, we should note
that

&k!
1
!2 " ck

i'yc#k
† # . !A3"

In the Nambu basis, the kinetic energy becomes !again, K
!H#(N)

K0!)
k

*k
0!ck↑

† ck↑"ck↓
† ck↓"!)

k
*k
0&k

†!'z! I "&k ,

!A4"

where *k
0!!k!2/(2m)#( is the kinetic energy, containing

the bare mass m, and the products in the spinor space are
understood. Products like 'z! I act on the Nambu spinors,
with the first factor acting in the particle-hole factor, the
second in the spin-space factor. The interaction term, for a
spin-independent interaction V, is
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trivial) strong pairing phase ĥ(k) initially sweeps out the
shaded region in the northern hemisphere of figure 3(b) but
then ‘unsweeps’ the same area, resulting in a vanishing Chern
number. In contrast, for the (topologically non-trivial) µ > 0
weak-pairing phase ĥz transitions from the south pole at k = 0
to the north pole when |k| → ∞; the map ĥ(k) therefore
covers the entire unit the sphere exactly one time as shown
schematically in figure 3(c), leading to a non-trivial Chern
number C = −1. (Note that other integer Chern numbers are
also possible. For instance, a p − ip superconductor carries
a Chern number C = +1 in the topological phase. An f -
wave superconductor with !̃(k) ∝ (kx +iky)

3 provides a more
non-trivial example. In this case for momenta with fixed |k|,
ĥx and ĥy trace out a circle on the unit sphere three times,
yielding a Chern number C = −3 in the weak-pairing phase;
see, e.g. [63].)

We will now explore the physical consequences of the
non-trivial Chern number uncovered in the topological weak-
pairing phase. Consider the geometry of figure 4(a), where a
topological p + ip superconductor occupies the annulus and a
trivial phase forms elsewhere. We will model this setup by H

in equation (20) with a spatially dependent µ(r) that is positive
inside the annulus and negative outside. Since these regions
realize topologically distinct phases one generically expects
edge states at their interface, which we would like to now
understand following various authors [10, 64–66]. Focusing
on low-energy edge modes and assuming that µ(r) is slowly
varying, one can discard the −∇2/(2m) kinetic term in H .
A minimal Hamiltonian capturing the edge states can then be
written in polar coordinates (r, θ) as

Hedge =
∫

d2r

{
− µ(r)ψ†ψ

+
[
!

2
eiφeiθψ

(
∂r +

i∂θ

r

)
ψ + H.c.

] }
. (28)

Because of the eiθ factor above, the p+ip pairing field couples
states with orbital angular momentum quantum numbers of
different magnitude. In what follows it will be convenient to
gauge this factor away by defining ψ = e−iθ/2ψ ′. (Note that
i∂θ → i∂θ + 1/2 under this change of variables, though the
constant shift vanishes in the pairing term by Fermi statistics.)
Crucially, the new field ψ ′ must exhibit anti-periodic boundary
conditions upon encircling the annulus.

In terms of & ′†(r) = [ψ ′†(r), ψ ′(r)], the edge
Hamiltonian becomes

Hedge = 1
2

∫
d2r& ′†(r)H(r)& ′(r),

H(r) =
(

−µ(r) !e−iφ(−∂r + i∂θ

r
)

!eiφ(∂r + i∂θ

r
) µ(r)

)
. (29)

To find the edge state wavefunctions satisfying H(r)χ(r) =
Eχ(r), it is useful to parametrize χ(r) as

χn(r) = einθ

(
e−iφ/2[f (r) + ig(r)]
eiφ/2[f (r) − ig(r)]

)
, (30)

where n is a half-integer angular momentum quantum number
to ensure the proper anti-periodic boundary conditions. The

Figure 4. (a) A topological p + ip superconductor on an annulus
supports chiral Majorana edge modes at its inner and outer
boundaries. (b) Energy spectrum versus angular momentum n for
the inner (red circles) and outer (blue circles) edge states in the setup
from (a). Here n takes on half-integer values because the Majorana
modes exhibit anti-periodic boundary conditions on the annulus. An
hc/2e flux piercing the central trivial region as in (c) introduces a
branch cut (wavy line) which, when crossed, leads to a sign change
for the Majorana edge modes. The flux therefore changes the
boundary conditions to periodic and shifts n to integer values. This
leads to the spectrum in (d), which includes Majorana zero-modes
γ1 and γ2 localized at the inner and outer edges. The two-vortex
setup in (e) supports one Majorana zero-mode localized around each
puncture, while the outer boundary remains gapped.

functions f and g obey

(E + n!/r)f = − i[µ(r) − !∂r ]g,

(E − n!/r)g = i[µ(r) + !∂r ]f. (31)

For modes well localized at the inner/outer annulus edges,
it suffices to replace r → Rin/out on the left-hand side of
equation (31). Within this approximation one finds that the
energies of the outer edge states are

Eout = n!

Rout
, (32)

while the corresponding wavefunctions follow from f = 0
and [µ(r) − !∂r ]g = 0. The latter equations yield

χout
n (r) = einθe

1
!

∫ r

Rout
dr ′µ(r ′)

(
ie−iφ/2

−ieiφ/2

)
, (33)
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d f /dr!"!"r # f "r #/$̂ , "31#

with solution

f "r #%exp! "" r
!"r!#dr!/$̂ # . "32#

Thus, we find just one normalizable bound state at zero en-
ergy. Again we expect this to persist as we relax our assump-
tions, as long as the bulk outside the vortex is in the weak-
pairing phase. We point out that our result should be
contrasted with the known result for a vortex in an s-wave
superconductor, which has bound quasiparticle modes at en-
ergies that are low in the weak-coupling limit, but not gen-
erally zero as ours are here.67 Since we mainly work at mod-
erate or strong coupling, analogous modes are not important
for our purposes. We note that a zero mode on a vortex in an
A-phase p-wave paired state was first found in Ref. 68.
For the case of 2n well-separated vortices, we have not

obtained analytic solutions for the bound states. However,
we can give a simple argument. The problem is analogous to
a double-well potential. We take a set of 2n E!0 solutions
like Eqs. "30# and "32# centered at each vortex, and use these
as a basis set "we must introduce additional branch points
into each basis state to satisfy the boundary conditions at all
the other vortices#; at finite separation there is mixing of the
states, and the energies split away from zero. Since the so-
lutions to the Dirac equation are either zero modes or E,
"E pairs, we expect to obtain n E#0 solutions, n E$0
solutions. In general, each E#0 solution of the Dirac or
BdG equation corresponds to a creation operator, and the
related E$0 solution to the adjoint "destruction# operator,
while an E!0 solution would correspond to a real "or Ma-
jorana# fermion operator. In our case, this means that there
are n modes in which we may create fermions, with energies
E tending to zero as the separation diverges. "A similar pic-
ture applies for 2n domain walls.# This is in agreement with
the results for the special Hamiltonian.44 This result is cru-
cial for the nonabelian statistics we expect in the FQHE case,
since by occupying the zero modes one obtains a total of 2n
degenerate states, or 2n"1 for either even or odd fermion
number N, when there are 2n vortices (n#0); this was
found for the special Hamiltonian in Refs. 43 and 44.
We may also consider here the edge states of a system in

the form of a disk of radius R, by studying a large circular
domain wall enclosing the weak-pairing phase, and strong-
pairing phase or vacuum outside. In this case, there is no flux
enclosed by the wall, and u and v are single valued. One
does not find E!0 states, but instead there is a set of chiral
fermion modes with angular momentum m quantized to half-
integral values, m!Z%1/2, and E%m/R "this fixes the defi-
nition of m!0). These are just the modes expected for the
chiral Majorana fermion on such a domain wall with the
ground state inside, since an antiperiodic boundary condition
is natural for the ground state sector. If a half-flux quantum
is added at the center of the disk, the quantization is m!Z,
and this extends the result for the zero mode m!0 of a
single vortex. These results agree with the results of Refs. 40
and 42 for a disk of the MR state.
We also note that the form of the modes near a vortex,

containing z"1/2 or its conjugate, is similar to the form of the

fermion zero-mode functions found in Ref. 44, once the fac-
tors associated with the charge sector are removed, though
the factors f (r) are not. However, the most appropriate com-
parison to make is that between the many-fermion wave
functions, as we already made for the ground states on the
plane and torus. We will not consider this further here for the
vortex or the edge "or domain wall# states, though we expect
that these should correspond at long distances to those found
in Refs. 43, 44, and 42, as for the ground states. However,
we are able to find the ground states on other geometries,
namely the sphere and Riemann surfaces of genus "number
of handles# greater than one "the sphere is genus zero, the
torus genus one#. We consider this briefly in Sec. II C below.

C. Other geometries and conformal field theory

In this section, we briefly introduce some general connec-
tions of pairing theory for p-wave states to relativistic fermi-
ons, which enables us to discuss geometries other than the
plane and torus, such as the sphere, and to make more ex-
plicit connections with conformal field theory ideas.14 This
section can be omitted on a first reading, but some of the
formalism is mentioned again later.
In the preceding section, we used the fact that the BdG

equations at long wavelengths become the Dirac equation,
with a reality condition so that the Fermi field is a Majorana
fermion. We also mentioned the coupling of the gap function
and Fermi fields to a U(1) vector potential "which in the
FQHE context would be the CS vector potential#, which is of
a standard form. But the interpretation of the fermion as
Majorana would seem to raise a problem, because for a
single Majorana there is no continuous symmetry of the
Yang-Mills type, and so apparently no way to minimally
couple it to a vector potential. We will see that there is none-
theless a natural way to incorporate the vector potential and
still give an interpretation in terms of the Dirac equation, and
this will also enable us to discuss the ground states on curved
surfaces.
The most general form for the p-wave gap function in

Fourier space, retaining once again only the long-wavelength
part, can be written

$k!$xkx"i$yky . "33#

Here, $x ,y are two complex coefficients, or equivalently four
real numbers, which we will arrange into a 2&2 matrix e. In
position space, the k can be replaced by "i& . Then in a
general coordinate system xi, with corresponding partial de-
rivatives ' i , (i!x , y#, the BdG equations become

"' t%
1
2 i( t

bc)bc#*%eia+a"' i%
1
2 i( i

bc)bc#*%i,m*!0,
"34#

where we use a spinor *!(v ,u), and m!! in previous
notation. The indices a, b, c take the values x, y, and the
matrices are +x!-x , +y!-y , ,!-z ; we use the summa-
tion convention. Here, we have also reinstated the vector
potential A!!(!

xy/2 "where !!t , x, y), using the matrix

)xy!-z . "35#
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tunneling microscopy and spectroscope (STM/STS), so
that a single Majorana mode at a vortex core can be
explicitly identified.
Very recently, we have succeeded in constructing TI-SC

heterostructures with an atomically smooth interface by
growing epitaxial thin films of Bi2Se3 and Bi2Te3 on
NbSe2 single crystals, where coexistence of Cooper pairs
and TSS was illustrated [26,27]. Abrikosov vortices
and Andreev bound states therein were observed in the
Bi2Te3=NbSe2 heterostructure with STM and STS [27].
The major difficulty to distinguish the zero mode MF in the
vortex core is the tiny energy gap separating it from
the conventional quasiparticle states, i.e., the Caroli–de
Gennes–Matricon states, [28–30]. The energy gap is
estimated to be 0.83Δ2=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Δ2 þ E2

D

p
, where Δ is the super-

conducting gap and ED is the Fermi energy relative to the
Dirac point of the TSS band [31]. For Δ ∼ 1 meV and
ED ∼ 100 meV, the minigap is ∼0.01 meV, which is much
smaller than the present energy resolution (0.1 meV) in
STS. One way to increase the mini gap is to tune the
Fermi level toward the Dirac point. However, in that case,
the superconducting gap Δ becomes very small and
the transition temperature becomes very low due to the
weaker proximity effect; hence, the direct observation of
the Majorana mode is still difficult. Fortunately, the
Majorana mode is not pinned at the central point of a
vortex core, but extensively distributes around the core
center [32], which gives an opportunity to detect the MF by
investigating the spatial distribution of the bound states in
the vortex core. In this work, with STM and STS performed
at 400 mK, we studied in detail the spatial distributions of
the bound states in vortices of TI-SC heterostructures at
different TI thickness. We reveal that the distinction
between thick and thin TI films is very remarkable, which
is attributed to the existence of MFs located at the vortex
cores of thick TI samples.
Figure 1(a) is a schematic illustration for the configu-

ration of the TI-SC heterostructure made by molecular
beam epitaxy [33,34]. Bi2Te3 thin films were grown on
NbSe2 in a layer-by-layer mode, resulting in very large
atomically smooth terraces on the Bi2Te3 surface suited for
vortices measurement by STS (the details on sample
preparation is in the Supplemental Material [35]). As we
shall describe below, the carriers of the systems with 3
quintuple layers (QL) or less are almost from the bulk, and
thus the vortex states are essentially the same as those in
conventional s-wave superconductors. Systems with 5 or 6
QL are topological insulators and the vortex states are
expected to host MFs. We have simulated a single vortex
for 5 QL TI on top of a conventional s-wave SC. Our
calculation shows that there is a pair of MFs, one at the
surface and the other at the interface between the TI and
the conventional SC, in the vortex core, as illustrated in
Fig. 1(b). We show the probability density for the lowest-
lying quasiparticle state in a view field 100 × 100 × 5 of a

lattice model of the 5 QL TI. The amplitude is mainly
concentrated on the top and bottom layers. The extent of the
wave function is slightly larger on the top layer, as we
assumed that the proximity induced pairing potential is
about 50% smaller on the top layer than that on the bottom
layer to cope with the experimental results (details for the
numerics can be found in the Supplemental Material [35]).
The probability distribution in Fig. 1(b) is in contrast to that
in an otherwise conventional vortex line where it would be
roughly uniform along the line instead (see Fig. S2 in the
Supplemental Material[35]).
Figure 1(c) shows a typical contour of zero-bias differ-

ential conductance (ZBC) taken on a 5 QL Bi2Te3 film in
an external magnetic field of 0.1 T. An Abrikosov vortex
is clearly seen, which exhibits higher ZBC values due to
the suppression of superconductivity within the vortex.
Increasing the magnetic field would decrease the distance
of the vortices that exhibit an ordered hexagonal lattice, as
shown in Fig. S3. At the center of the vortex, a peak in
dI=dV due to the bound quasiparticle states can be
measured as shown in Fig. 1(d) (see the Supplemental
Material [35] for the experimental conditions).
Along the dashed line directing to a nearest neighbor

vortex, as indicated in Fig. 1(c) as well as in Fig. S3 [35],
we measured the spatial variation of the dI=dV spectra as a
function of distance (r) away from the vortex center. The
results are given in Fig. 2(a). One can see that only one peak
appears at zero bias in the dI=dV spectra near the vortex
center, and the peak splits into two at a finite distance r. The
splitting energy increases linearly with r. For a better view,
we plot dI=dV as functions of r and sample bias V in a fake
color image in Fig. 2(b), where the positions of the dI=dV
peaks are indicated by red crosses. Two dotted lines are
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FIG. 1 (color). (a) A schematic illustration of topological
insulator-superconductor heterostructure. (b) The calculated re-
sults showing two Majorana modes in a vortex core on 5 QL
Bi2Te3=NbSe2. (c) Avortex mapped by zero-bias dI=dV on 5 QL
Bi2Te3=NbSe2 at 0.1 T and 0.4 K. (d) A sharp zero-bias peak in
the dI=dV spectrum measured at the center of the vortex in (c).
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Majorana fermions have been intensively studied in recent years for their importance to both
fundamental science and potential applications in topological quantum computing. They are predicted
to exist in a vortex core of superconducting topological insulators. However, it is extremely difficult to
distinguish them experimentally from other quasiparticle states for the tiny energy difference between
Majorana fermions and these states, which is beyond the energy resolution of most available techniques.
Here, we circumvent the problem by systematically investigating the spatial profile of the Majorana mode
and the bound quasiparticle states within a vortex in Bi2Te3 films grown on a superconductor NbSe2. While
the zero bias peak in local conductance splits right off the vortex center in conventional superconductors, it
splits off at a finite distance ∼20 nm away from the vortex center in Bi2Te3. This unusual splitting behavior
has never been observed before and could be possibly due to the Majorana fermion zero mode. While the
Majorana mode is destroyed by the interaction between vortices, the zero bias peak splits as a conventional
superconductor again. This work provides self-consistent evidences of Majorana fermions and also
suggests a possible route to manipulating them.

DOI: 10.1103/PhysRevLett.114.017001 PACS numbers: 74.55.+v, 68.37.Ef, 74.25.Ha, 74.45.+c

Identical to their antiparticles, Majorana fermions (MF)
were proposed in 1937 as an alternative to Dirac theory of
ordinary fermions that carry opposite charge from their
antiparticles [1]. Neutrinos are the first candidate for MF in
particle physics, but their Majorana status remains to be
confirmed [2]. There are also proposals that quasiparticles
in certain quantum condensed matter systems may be
MFs. Examples include 5=2 fractional quantum Hall state,
cold atoms, and chiral p-wave superconductors [3,4].
Experimental realization of MFs is of great significance
in fundamental physics. MFs obey non-Abelian statistics,
and thus can be used to develop topological quantum
computation. The recent work by Fu and Kane predicted
that MFs should be present as zero-energy bound states at
vortex cores of an engineered heterostructure consisting of
a normal s-wave superconductor (SC) and a topological
insulator (TI) [5]. Cooper pairs are introduced via the
proximity effect to the TI surface where spin and momen-
tum are locked in the topological surface state (TSS) band
[6,7]. This leads to an unusual p-wave-like paired state that
is time-reversal invariant and robust against disorder [8].
Theoretical studies later showed that the MFs may also

reside at two ends of a semiconductor nanowire (NW) with
strong spin-orbit coupling when it is contacted to an s-wave
SC in a proper external magnetic field [9]. Several transport
measurements revealed a signature of MFs, i.e., a sharp
zero-bias peak in differential conductance spectrum, in
various NW-SC junctions [10–14]. In InSb=Nb junction, an
unconventional fractional ac Josephson effect was observed
and attributed to the existence of MFs [15]. However,
alternative explanations of these transport results based on
disorder and/or band bending in the NWs have been
proposed [16–19]. Very recently, S. Nadj-Perge et al. have
reported their observation of MF on Fe atomic chains [20],
as yet, no conclusive evidence has been established for the
existence of MF [21].
In contrast, the disorder alone is unlikely to induce a

zero-bias peak in a superconducting TI, which can be used
to detect MFs without the complications mentioned above.
Proximity effect induced superconductivity in a TI surface
has been demonstrated in several TI/SC heterostructures
[22–25]. To obtain the evidence for the existence of MFs, a
promising route is to detect the zero-bias bound state at
vortex cores of a TI/SC heterostructure with scanning
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Vortex-Core Structure Observed with a Scanning Tunneling Microscope
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The superconducting-vortex-core spectra show a zero-bias peak which splits within a coherence length
of the core. Further away from the core these split peaks merge gradually with the gap edge and give a
direct local measure of the superfluid velocity. The vortex-core states are imaged at both the Fermi en-
ergy and just below the gap to reveal two different sixfold star-shaped structures. The anisotropy and
size of these images may be a consequence of the crystalline band structure with its charge-density-wave
gap as well as the interaction of the neighboring vortices of the Abrikosov flux lattice.

PACS numbers: 74.50.+r, 61.16.Di

The detailed structure of the superconducting vortex
core has long been a topic of considerable theoretical in-
terest. ' With only a few exceptions, a rigorous check
of many assertions of microscopic vortex structure has
remained beyond the scrutiny of experiment. The devel-
opment of the scanning tunneling microscope (STM)
with its ability to spatially resolve the local density of
states with atomic resolution finally gave promise to a
new experimental check. A recent STM experiment
revealed unexpected zero-bias peaks at the vortex core
and revived theoretical interest ' in this subject. These
recent theories confirmed the existence of the zero-bias
peak and some ' '' also predicted that more structure
in the local spectra near a vortex core should be visible at
sufticiently low temperatures.
In this Letter we report the existence of several

features in the vortex structure. The theoretically pre-
dicted ' '' evolution of the spectra on approaching a
vortex core is clearly confirmed. Far away from the core
the energy of these spectral features can be interpreted
to give local "velocity" measurements of the circulating
superfluid current. Finally, we observe that these vor-
tices are not simple cylindrically symmetric objects but
instead have sixfold symmetry, probably reflecting the
angular variation of the superconducting parameters and
the underlying crystalline band structure.
The sample is 2H-NbSe2, a layered crystal with a

charge-density-wave (CDW) transition at 33 K. STM
images show the angular orientation of the atomic lat-
tice, CDW, and the flux lattice. STM spectra show a
fraction of the Fermi surface is removed by the CDW
gap of 33 meV. The remainder of the Fermi surface un-
dergoes a BCS transition at 7.2 K which has an in-plane
coherence length' g of 77 A and a penetration depth A,

of 690 A. The microscope was operated at 0.3 ~0.1 K,
with an improved energy resolution to 0. 1 meV. Other
details of the experimental procedure are described in
Refs. 5 and 6.
Three spectral data sets are plotted in Fig. 1 in "VY'

format. The grey scale is a measure of dI/dV (normal-
ized to the metallic tunneling conductance) ranging from
0 corresponding to black to 2 corresponding to white.
The horizontal voltage scale V consists of 64 equally
spaced voltage points ranging from —2 to 2 mV. The
vertical position scale Y corresponds to 128 positions on
the surface along an 800-A line. This line intersects a
vortex at about 200 A. Figure 1(a) was taken with a
magnetic field of 500 6 (vortex spacing -2200 A). The
direction of the Y axis is 24' away from the crystallo-
graphic a direction. The angular orientation of the vor-
tex lattice is always observed to be identical to the crys-
talline lattice. Figures 1 (b) and 1(c) were taken with a
field of 2000 G. In Fig. 1(b) the Y vector is rotated 30'
from the a direction (in kcow direction) and in Fig. 1(c)
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+Y ~

FIG. l. VY scans displaying the evolution of the dI/dV(V, Y) spectra on a grey scale as one moves through a core. The angle 8
corresponds to the difference between the crystalline lattice vector a and the V-scan direction.
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FIG. 2. Explicit dl/dV curves from the data set of Fig.
1(a). The normalized value of 1 corresponds to a metallic tun-
neling conductance of 5x10 . The 563-A curve has been
shifted up by 0.75 and successive ones are each shifted by 0.25
normalized unit of conductance. The bottom trace shows the
spectra at zero magnetic field.

it is identical to the a direction.
In this representation the superconducting gap mani-

fests itself as the dark vertical band in the center. The
zero-bias peak of the vortex core is visible as the bright
region at the bottom center of the picture. This peak is
observed to split into higher-energy quasiparticle excita-
tions (both above and below the Fermi level) as one sam-
ples spectra away from the core and forms an X struc-
ture inside the gaps of Fig. 1. The rate of splay of the
two subgap peaks depends on magnetic field, splitting
faster at higher fields so that the maximum splitting
occurs at a point halfway between vortices, i.e., at—1200, -550, and -630 A from the core for Figs.
1(a), 1(b), and 1(c). The basic idea ' '' is that the
more energetic bound quasiparticle states have higher
angular momentum and are located at larger radii so
that the X structure reflects the relationship between
most probable radius and energy. Sufficiently far away,
these excitations become of order 6, the superconducting
gap, and merge with the quasiparticle excitations at the
gap edge. We use the voltage of maximum local curva-
ture d I/dV (V, r) to indicate hl(r). For example, Fig.
2 plots a few slices of the 500-G data set. The two verti-
cal arrows indicate Al(r) for the 563-A curve. The re-
sulting energy shifts of the peaks are shown in Fig. 3.
Well away from the vortex core the modification of

the spectra can be understood in terms of a simple argu-
ment given by Cyrot. If r»g then id(r) I is constant
and only the superfluid current perturbs the spectra. It
shifts the energy of a quasiparticle from its BCS value
by pf v, . The strongest effect will occur for quasiparti-
cles moving exactly up or downstream with the super-

0.0 s a a a I a a a a I a a a a I a a a a I a a a a I a a a a
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Radius (A)

FIG. 3. Superfluid-velocity-induced energy shift from the
data of Fig. 1(a). The solid curve gives a comparison to a su-
perposition of cylindrically symmetric model vortices under
identical conditions.

fluid current v, . The lowest energy of the velocity-
shifted states Al(r) for one London equation vortex' is
given by

Ks() is the imaginary Bessel function of order 1. The
values of 6=0.7 meV, (=77 A, and 1I. =690 A in this
model produce the solid curve shown in Fig. 3. For
higher magnetic fields a simple model of the velocity
field can be constructed from a superposition of vortices
based on the London equation. Not surprisingly, this
would imply a minimum-energy shift at the Wigner-
Seitz cell boundaries between vortices where v, should
vanish. The steeper velocity gradient is reflected in the
more flattened X structures of Figs. 1(b) and 1(c).
The notion of cylindrical symmetry becomes question-

able in light of the slight differences between Figs. 1(b)
and 1(c). Further evidence that these vortices are not
round but in fact star shaped is shown in Fig. 4. Both
axes X and Y are spatial coordinates on the surface rang-
ing over 1500 A. The color scale measures dI/dV(0
mV) and dl/dV(0. 5 mV) for vortices produced by a
500- and 2000-G field in units normalized to metallic
conductance. The points of the 0.5-mV star are directed
along the crystalline and Abrikosov lattice vector
(8=0), while the streamers of the 0-mV vortex are ro-
tated by 30', and go along the CDW direction.
A series of profiles of these vortex images is shown in

Fig. 5. Data from 2000-G vortices are also plotted. The
height of the 0-mV peak is somewhat suppressed by the
higher magnetic field. This is in agreement with the gen-
eral experimental trend observed in the 200-30000-G
range. However, other variables (presumably dirt-
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Majorana Modes at the Ends of Superconductor Vortices in Doped Topological Insulators
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Recent experiments have observed bulk superconductivity in doped topological insulators. Here we ask

whether vortex Majorana zero modes, previously predicted to occur when s-wave superconductivity is

induced on the surface of topological insulators, survive in these doped systems with metallic normal states.

Assuming inversion symmetry, we find that they do but only below a critical doping. The critical doping is

tied to a topological phase transition of the vortex line, at which it supports gapless excitations along its

length. The critical point depends only on the vortex orientation and a suitably defined SU(2) Berry phase

of the normal state Fermi surface. By calculating this phase for available band structures we determine

that superconducting p-doped Bi2Te3, among others, supports vortex end Majorana modes. Surprisingly,

superconductors derived from topologically trivial band structures can support Majorana modes too.

DOI: 10.1103/PhysRevLett.107.097001 PACS numbers: 74.25.Uv, 74.25.Dw

Majorana fermions, defined as fermions that are their
own antiparticles unlike conventional Dirac fermions such
as electrons, have long been sought by high energy phys-
icists, but so far in vain. Of late, the search for Majorana
fermions has remarkably shifted to condensed matter sys-
tems [1–3], especially, to superconductors (SCs), where
states appear in conjugate pairs with equal and opposite
energies. Then, a single state at zero energy is its own
conjugate and hence, a Majorana state or a Majorana zero
mode (MZM). These states are immune to local noise and
hence, considered strong candidates for storing quantum
information and performing fault tolerant quantum com-
putation [4]. Moreover, they show non-Abelian rather than
Bose or Fermi statistics which leads to a number of ex-
traordinary phenomenon [5].

Despite many proposals direct experimental evidence
for a MZM is still lacking. While initial proposals involved
the ! ¼ 5=2 quantum Hall state and SCs with unconven-
tional pairing such as px þ ipy [3], a recent breakthrough
occurred with the discovery of topological insulators (TIs)
[6], which feature topologically protected metallic surface
bands. When a conventional s-wave SC is brought near this
metallic surface, a single MZM is trapped in the vortex
core [7]. Since then, several TIs were found to exhibit bulk
superconductivity on doping [8] or under pressure [9,10].
The normal phase of these SCs is now metallic, which
raises the question: can a SC vortex host a surface MZM
even when the bulk is not insulating?

In this Letter, we answer this question in the affirmative
and in the process, discover a convenient way to obtain a
MZM, which allows us to conclude that some existing
experimental systems should possess these states. Our
proposal involves simply passing a magnetic field through
a TI-based SC, such as superconducting Bi2Te3, in which
the doping is below a certain threshold value. We also find

general criteria for SCs to host vortex MZMs and show that
some non-TI-based SCs satisfy them too.
A heuristic rule often applied to answer the above ques-

tion is to examine whether the normal state bulk Fermi
surface (FS) is well separated from surface states in the
Brillouin zone. If it is, MZMs are assumed to persist in the
bulk SC. While this may indicate the presence of low
energy states, it is not a topological criterion since it
depends on nonuniversal details of surface band structure,
and cannot signal the presence of true MZMs. For MZMs
to disappear, a gapless channel must open that allows pairs
to approach each other and annihilate. We therefore search
for and offer a bulk rather than a surface criterion. In this
process, we have uncovered the following interesting facts.
We assume inversion (I) and time reversal (T ) symmetric
band structures, and weak pairing, since these lead to a
technical simplification and capture many real systems.
(i) The appearance of surface MZMs is tied to the topo-
logical state of the vortex, viewed as a 1D topological SC.
The critical point at which they disappear is linked to a
vortex phase transition (VPT) where this topology
changes. If verified, this may be the first instance of a
phase transition inside a topological defect. (ii) The topo-
logical state of a vortex depends in general on its orienta-
tion. (iii) Symmetry dictates that the normal state FS is
doubly degenerate, leading to an SU(2) non-Abelian Berry
phase [11] for closed curves, which determines the condi-
tion for quantum criticality of the vortex. This is a rare
example of a non-Abelian Berry phase directly influencing
measurable physical properties of an electronic system.
Spin-orbit coupling is essential to obtaining the SU(2)
Berry Phase. (iv) Using this criterion and available
band structures we find that MZMs occur in p-doped
superconducting Bi2Te3 [10] and in Cu-doped Bi2Se3 [8]
if the vortex is sufficiently tilted off the c axis. c-axis
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gapped and must have a pair of MZMs on opposite surfaces
in a slab geometry. As! is raised, these MZMs leak deeper
into the bulk, but survive even after ! crosses jm!j despite
the bulk now having a FS in the normal phase, gapped by
superconductivity. AVPTeventually occurs at!c ¼ 0:9, at
which the vortex is gapless and the surface MZMs merge
into vortex line. Beyond !c, there are no longer any
protected MZMs on the surface.

Continuum limit.—In the continuum limit of the lattice
model, we can analytically calculate !c. For kz ¼ 0 and
small kx;y around !, Hlatt

k reduces to the isotropic form
H k ¼ vD"x! " kþ ðm% #k2Þ"z %!. In this form, a
band inversion exists if m#> 0. Thus, m#< 0 (> 0)

defines a trivial insulator (strong TI). At k ¼
ffiffiffiffiffiffiffiffiffiffi
m=#

p
, mk ¼

m% #k2 vanishes and H k resembles two copies of
a TI surface. In particular, the Berry phase around each

"x ¼ '1 FS is $. We show later that this leads to a pair of

vortex zero modes, signaling the VPT at !c ¼ vD

ffiffiffiffiffiffiffiffiffiffi
m=#

p
.

We solve analytically for the two bulk zero modes at !
to first order in "0 assuming j"ðrÞj ¼ "0#ðr% RÞ, where
# is the step function and !R=vD ( 1. Calculating the
zero modes separately for r ) R and r * R and matching
the solutions at r ¼ R gives a pair of zero modes, only

when ! ¼ vD

ffiffiffiffiffiffiffiffiffiffi
m=#

p
, for all vortex orientations. This is

precisely where the momentum dependent ‘‘mass’’ term
changes sign [19]. Using the model parameters and the
linearized approximation gives an estimate of !c + 1, in
agreement with the lattice numerics.
General Fermi surface Berry phase condition.—For

weak pairing, the VPT is expected to be governed by
properties of the bulk FS. For concreteness, we begin by
assuming we have a single FS in the kz ¼ 0 plane, which
will be doubly degenerate due to the combined symmetry
T I . We now argue that the VPT occurs when an appro-
priately defined Berry phase for each of the two degenerate
bulk FSs is $.

A convenient model for the vortex is "ðrÞ ¼ "0

% ðx% iyÞ.
The linear profile here simplifies calculations, but does not
affect the location of the zero mode. The choice of % as the
length scale gives the right minigap scale for the low
energy excitations. Working in momentum space, we sub-
stitute r by i@k, which gives

H BdG
k ¼

Hk %! i "0

% ð@kx % i@kyÞ

i "0

% ð@kx þ i@kyÞ !%Hk

2
4

3
5; (2)

transforming now to the band basis j’&
ki, which are eigen-

states of the band Hamiltonian Hkj’ki ¼ Ekj’ki. Since
we are only interested in very low energy phenomena, we
project onto the two degenerate bands near the Fermi
energy & ¼ 1, 2. The projected Hamiltonian then is

~H BdG
k ¼

Ek %! i "0

% ðDkx % iDkyÞ

i "0

% ðDkx þ iDkyÞ %Ek þ!

2
4

3
5; (3)

whereDk' ¼ @k' % iA'ðkÞ andA'ðkÞ, the SU(2) connec-
tions, are 2, 2 matrices: ½A.!&

' ðkÞ ¼ ih’!
k j@k' j’&

ki.
(i) Abelian case.—Let us first consider the case when an

additional quantum number (such as spin) can be used to
label the degenerate FSs. Then, ½A.!&

' must be diagonal,
and reduces to a pair of U(1) connections for the two FSs.
In this situation, (3) is identical to the effective
Hamiltonian for a px þ ipy SC, if we interpret momenta
as position and ignore the gauge potential. The diagonal
terms represent a transition from weak to strong pairing
phase on crossing the FS when Ek ¼ ! [3]. Thus midgap
states are expected, composed of states near the Fermi
energy. Because of the finite size of the FS, these states

have an energy spacing of Oð "0

kF%
Þ, the minigap energy

scale. However, a zero energy state appears if the FS
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FIG. 1 (color online). The vortex phase transition. Evolution of
the lowest few states at kz ¼ 0 (top row), of the dispersion within
the vortex (middle row) and of the surface MZMs (bottom row)
as ! is varied when the normal phase has a band inversion at !.
At ! ¼ 0, the normal phase is a strong TI and a superconducting
vortex traps a MZM at its ends. As ! is increased, it first enters
the conduction band at ! ¼ jm!j and midgap states appear
inside the vortex. For !<!c, the vortex stays gapped, but
with a minigap ( smaller than the bulk gap. The MZMs remain
trapped near the surface. At!c ¼ 0:9, the gap vanishes signaling
a phase transition. Beyond !c, the vortex is gapped again, but
there are no surface MZMs. We used the lattice Hamiltonian
with the parameters t ¼ 0:5, M ¼ 2:5, and m0 ¼ %1:0.
The pairing strength is "0 ¼ 0:1 far away from the vortex and
drops sharply to zero at the core. Other gap profiles give similar
results.
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in a slab geometry. As! is raised, these MZMs leak deeper
into the bulk, but survive even after ! crosses jm!j despite
the bulk now having a FS in the normal phase, gapped by
superconductivity. AVPTeventually occurs at!c ¼ 0:9, at
which the vortex is gapless and the surface MZMs merge
into vortex line. Beyond !c, there are no longer any
protected MZMs on the surface.

Continuum limit.—In the continuum limit of the lattice
model, we can analytically calculate !c. For kz ¼ 0 and
small kx;y around !, Hlatt

k reduces to the isotropic form
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linearized approximation gives an estimate of !c + 1, in
agreement with the lattice numerics.
General Fermi surface Berry phase condition.—For

weak pairing, the VPT is expected to be governed by
properties of the bulk FS. For concreteness, we begin by
assuming we have a single FS in the kz ¼ 0 plane, which
will be doubly degenerate due to the combined symmetry
T I . We now argue that the VPT occurs when an appro-
priately defined Berry phase for each of the two degenerate
bulk FSs is $.

A convenient model for the vortex is "ðrÞ ¼ "0

% ðx% iyÞ.
The linear profile here simplifies calculations, but does not
affect the location of the zero mode. The choice of % as the
length scale gives the right minigap scale for the low
energy excitations. Working in momentum space, we sub-
stitute r by i@k, which gives

H BdG
k ¼
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ki, which are eigen-

states of the band Hamiltonian Hkj’ki ¼ Ekj’ki. Since
we are only interested in very low energy phenomena, we
project onto the two degenerate bands near the Fermi
energy & ¼ 1, 2. The projected Hamiltonian then is

~H BdG
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ki.
(i) Abelian case.—Let us first consider the case when an

additional quantum number (such as spin) can be used to
label the degenerate FSs. Then, ½A.!&

' must be diagonal,
and reduces to a pair of U(1) connections for the two FSs.
In this situation, (3) is identical to the effective
Hamiltonian for a px þ ipy SC, if we interpret momenta
as position and ignore the gauge potential. The diagonal
terms represent a transition from weak to strong pairing
phase on crossing the FS when Ek ¼ ! [3]. Thus midgap
states are expected, composed of states near the Fermi
energy. Because of the finite size of the FS, these states

have an energy spacing of Oð "0
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scale. However, a zero energy state appears if the FS

0.3 0.5 0.6 0.9 1.2 1.5

0.10

0.05

0

0.05

0.10

E

m c

FIG. 1 (color online). The vortex phase transition. Evolution of
the lowest few states at kz ¼ 0 (top row), of the dispersion within
the vortex (middle row) and of the surface MZMs (bottom row)
as ! is varied when the normal phase has a band inversion at !.
At ! ¼ 0, the normal phase is a strong TI and a superconducting
vortex traps a MZM at its ends. As ! is increased, it first enters
the conduction band at ! ¼ jm!j and midgap states appear
inside the vortex. For !<!c, the vortex stays gapped, but
with a minigap ( smaller than the bulk gap. The MZMs remain
trapped near the surface. At!c ¼ 0:9, the gap vanishes signaling
a phase transition. Beyond !c, the vortex is gapped again, but
there are no surface MZMs. We used the lattice Hamiltonian
with the parameters t ¼ 0:5, M ¼ 2:5, and m0 ¼ %1:0.
The pairing strength is "0 ¼ 0:1 far away from the vortex and
drops sharply to zero at the core. Other gap profiles give similar
results.
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TOPOLOGICAL MATTER

Evidence for Majorana bound states
in an iron-based superconductor
Dongfei Wang1,2*, Lingyuan Kong1,2*, Peng Fan1,2*, Hui Chen1, Shiyu Zhu1,2,
Wenyao Liu1,2, Lu Cao1,2, Yujie Sun1,3, Shixuan Du1,3,4, John Schneeloch5,
Ruidan Zhong5, Genda Gu5, Liang Fu6, Hong Ding1,2,3,4†, Hong-Jun Gao1,2,3,4†

The search for Majorana bound states (MBSs) has been fueled by the prospect of using their
non-Abelian statistics for robust quantum computation. Two-dimensional superconducting
topological materials have been predicted to host MBSs as zero-energy modes in vortex cores.
By using scanning tunneling spectroscopy on the superconducting Dirac surface state of
the iron-based superconductor FeTe0.55Se0.45, we observed a sharp zero-bias peak inside a
vortex core that does not split when moving away from the vortex center. The evolution of the
peak under varying magnetic field, temperature, and tunneling barrier is consistent with the
tunneling to a nearly pure MBS, separated from nontopological bound states. This observation
offers a potential platform for realizing and manipulating MBSs at a relatively high temperature.

M
ajorana bound states (MBSs) in condensed-
matter systems have attracted tremen-
dous interest owing to their non-Abelian
statistics and potential applications in
topological quantum computation (1, 2).

A MBS is theoretically predicted to emerge as a
spatially localized zero-energy mode in certain
p-wave topological superconductors in one and
two dimensions (3, 4). Although the material
realization of such p-wave superconductors has
remained elusive, other platforms for MBSs have
recently been proposed, using heterostructures
between conventional s-wave superconductors
and topological insulators (5), nanowires (6–8),
quantum anomalous Hall insulators (9), or atomic
chains (10), where the proximity effect on a spin-
nondegenerate band creates a superconducting
(SC) topological state. Various experimental sig-
natures of MBSs (11–14) or Majorana chiral modes
(15) have been observed in these heterostructures,
but clear detection and manipulation of MBSs
are often hindered by the contribution of non-
topological bound states and complications of
material interface.
Very recently, using high-resolution angle-

resolved photoemission spectroscopy (ARPES),
a potential platform forMBSs was discovered in
the bulk superconductor FeTe0.55Se0.45, with a SC
transition temperature Tc = 14.5 K and a simple
crystal structure (Fig. 1A). Because of the topo-
logical band inversion between the pz and dxz/dyz

bands around the !G point (16, 17) and the multi-
band nature (Fig. 1B), this single material naturally
has a spin-helical Dirac surface state, with an in-
duced full SCgapanda small Fermi energy (Fig. 1C)
(18); these properties would create favorable con-
ditions for observing a pureMBS (5) that is isolated
from other nontopological Caroli–de Gennes–
Matricon bound states (CBSs) (19, 20). The com-
bination of high-Tc superconductivity and Dirac
surface states in a single material removes the

challenging interface problems in previous pro-
posals and offers clear advantages for the detec-
tion and manipulation of MBSs.
Motivated by the above considerations, we

carried out a high-resolution scanning tunneling
microscopy/spectroscopy (STM/S) experiment on
the surface of FeTe0.55Se0.45, which has a good
atomic resolution that reveals the lattice formed by
Te/Se atoms on the surface (Fig. 1D). We started
with a relatively lowmagnetic field of 0.5 T along
the c axis at a low temperature of 0.55 K, with a
clear observation of vortex cores in Fig. 1E. At the
vortex center, we observed a strong zero-bias peak
(ZBP) with a full width at half maximum (FWHM)
of 0.3 meV and an amplitude of 2 relative to the
intensity just outside the gapped region. Outside
of the vortex core, we clearly observed a SC spec-
trumwithmultiple gap features, similar to the ones
observed in previous STM studies on the samema-
terial (21, 22). These different SC gaps correspond
well with the SC gaps on different Fermi surfaces
of thismaterial observed inpreviousARPES studies
(table S1) (23, 24). A similar ZBP was reported
previously (22).
We next demonstrate in Fig. 2 and fig. S4 (24)

that across a large range of magnetic fields, the
observed ZBP does not split when moving away
from a vortex center. It can be clearly seen from
Fig. 2, A to D, that the ZBP remains at the zero
energy, while its intensity fades awaywhenmoving
away from the vortex center. The nonsplit ZBP con-
trasts sharply with the split ZBP originating from
CBS observed in conventional superconductors

RESEARCH

Wang et al., Science 362, 333–335 (2018) 28 September 2018 1 of 3

1Beijing National Laboratory for Condensed Matter Physics
and Institute of Physics, Chinese Academy of Sciences
(CAS), Beijing 100190, China. 2School of Physical Sciences,
University of Chinese Academy of Sciences, Beijing 100190,
China. 3CAS Center for Excellence in Topological Quantum
Computation, University of Chinese Academy of Sciences,
Beijing 100190, China. 4Collaborative Innovation Center of
Quantum Matter, Beijing 100190, China. 5Condensed Matter
Physics and Materials Science Department, Brookhaven
National Laboratory, Upton, NY 11973, USA. 6Department of
Physics, Massachusetts Institute of Technology, Cambridge,
MA 02139, USA.
*These authors contributed equally to this work.
†Corresponding author. Email: dingh@iphy.ac.cn (H.D.); hjgao@
iphy.ac.cn (H.-J.G.)

Fig. 1. Band structure and vortex cores of FeTe0.55Se0.45. (A) Crystal structure of FeTe0.55Se0.45.
Axis a or b indicates one of the Fe–Fe bond directions. (B) A first-principle calculation of the
band structure along the G-M direction. In the calculations, t = 100 meV, whereas t ~ 12 to 25 meV
from ARPES experiments, largely depending on the bands (23). [Adapted from (18), figure 1C]
(C) Summary of SC topological surface states on this material observed by ARPES from (18).
(D) STM topography of FeTe0.55Se0.45 (scanning area, 17 nm by 17 nm). (E) Normalized zero-bias
conductance (ZBC) map measured at a magnetic field of 0.5 T, with the area 120 nm by 120 nm. (F) A
sharp ZBP in a dI/dV spectrum measured at the vortex core center indicated in the red box in (E).
Settings are sample bias, Vs = –5 mV; tunneling current, It = 200 pA; and temperature, T = 0.55 K.
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TOPOLOGICAL MATTER

Evidence for Majorana bound states
in an iron-based superconductor
Dongfei Wang1,2*, Lingyuan Kong1,2*, Peng Fan1,2*, Hui Chen1, Shiyu Zhu1,2,
Wenyao Liu1,2, Lu Cao1,2, Yujie Sun1,3, Shixuan Du1,3,4, John Schneeloch5,
Ruidan Zhong5, Genda Gu5, Liang Fu6, Hong Ding1,2,3,4†, Hong-Jun Gao1,2,3,4†

The search for Majorana bound states (MBSs) has been fueled by the prospect of using their
non-Abelian statistics for robust quantum computation. Two-dimensional superconducting
topological materials have been predicted to host MBSs as zero-energy modes in vortex cores.
By using scanning tunneling spectroscopy on the superconducting Dirac surface state of
the iron-based superconductor FeTe0.55Se0.45, we observed a sharp zero-bias peak inside a
vortex core that does not split when moving away from the vortex center. The evolution of the
peak under varying magnetic field, temperature, and tunneling barrier is consistent with the
tunneling to a nearly pure MBS, separated from nontopological bound states. This observation
offers a potential platform for realizing and manipulating MBSs at a relatively high temperature.

M
ajorana bound states (MBSs) in condensed-
matter systems have attracted tremen-
dous interest owing to their non-Abelian
statistics and potential applications in
topological quantum computation (1, 2).

A MBS is theoretically predicted to emerge as a
spatially localized zero-energy mode in certain
p-wave topological superconductors in one and
two dimensions (3, 4). Although the material
realization of such p-wave superconductors has
remained elusive, other platforms for MBSs have
recently been proposed, using heterostructures
between conventional s-wave superconductors
and topological insulators (5), nanowires (6–8),
quantum anomalous Hall insulators (9), or atomic
chains (10), where the proximity effect on a spin-
nondegenerate band creates a superconducting
(SC) topological state. Various experimental sig-
natures of MBSs (11–14) or Majorana chiral modes
(15) have been observed in these heterostructures,
but clear detection and manipulation of MBSs
are often hindered by the contribution of non-
topological bound states and complications of
material interface.
Very recently, using high-resolution angle-

resolved photoemission spectroscopy (ARPES),
a potential platform forMBSs was discovered in
the bulk superconductor FeTe0.55Se0.45, with a SC
transition temperature Tc = 14.5 K and a simple
crystal structure (Fig. 1A). Because of the topo-
logical band inversion between the pz and dxz/dyz

bands around the !G point (16, 17) and the multi-
band nature (Fig. 1B), this single material naturally
has a spin-helical Dirac surface state, with an in-
duced full SCgapanda small Fermi energy (Fig. 1C)
(18); these properties would create favorable con-
ditions for observing a pureMBS (5) that is isolated
from other nontopological Caroli–de Gennes–
Matricon bound states (CBSs) (19, 20). The com-
bination of high-Tc superconductivity and Dirac
surface states in a single material removes the

challenging interface problems in previous pro-
posals and offers clear advantages for the detec-
tion and manipulation of MBSs.
Motivated by the above considerations, we

carried out a high-resolution scanning tunneling
microscopy/spectroscopy (STM/S) experiment on
the surface of FeTe0.55Se0.45, which has a good
atomic resolution that reveals the lattice formed by
Te/Se atoms on the surface (Fig. 1D). We started
with a relatively lowmagnetic field of 0.5 T along
the c axis at a low temperature of 0.55 K, with a
clear observation of vortex cores in Fig. 1E. At the
vortex center, we observed a strong zero-bias peak
(ZBP) with a full width at half maximum (FWHM)
of 0.3 meV and an amplitude of 2 relative to the
intensity just outside the gapped region. Outside
of the vortex core, we clearly observed a SC spec-
trumwithmultiple gap features, similar to the ones
observed in previous STM studies on the samema-
terial (21, 22). These different SC gaps correspond
well with the SC gaps on different Fermi surfaces
of thismaterial observed inpreviousARPES studies
(table S1) (23, 24). A similar ZBP was reported
previously (22).
We next demonstrate in Fig. 2 and fig. S4 (24)

that across a large range of magnetic fields, the
observed ZBP does not split when moving away
from a vortex center. It can be clearly seen from
Fig. 2, A to D, that the ZBP remains at the zero
energy, while its intensity fades awaywhenmoving
away from the vortex center. The nonsplit ZBP con-
trasts sharply with the split ZBP originating from
CBS observed in conventional superconductors
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Fig. 1. Band structure and vortex cores of FeTe0.55Se0.45. (A) Crystal structure of FeTe0.55Se0.45.
Axis a or b indicates one of the Fe–Fe bond directions. (B) A first-principle calculation of the
band structure along the G-M direction. In the calculations, t = 100 meV, whereas t ~ 12 to 25 meV
from ARPES experiments, largely depending on the bands (23). [Adapted from (18), figure 1C]
(C) Summary of SC topological surface states on this material observed by ARPES from (18).
(D) STM topography of FeTe0.55Se0.45 (scanning area, 17 nm by 17 nm). (E) Normalized zero-bias
conductance (ZBC) map measured at a magnetic field of 0.5 T, with the area 120 nm by 120 nm. (F) A
sharp ZBP in a dI/dV spectrum measured at the vortex core center indicated in the red box in (E).
Settings are sample bias, Vs = –5 mV; tunneling current, It = 200 pA; and temperature, T = 0.55 K.
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(19, 20) and is consistent with tunneling into an
isolated MBS in a vortex core of a SC topolog-
ical material (5, 25–27). We then extracted the
position-dependent values of the ZBP height and
width using simple Gaussian fits of the data in
Fig. 2C and obtained the spatial profile shown in
Fig. 2E; the decaying profile has a nearly constant
line width of ~0.3meV in the center, which is close
to the total width (~0.28 meV) contributed from
theSTMenergy resolution [~0.23meVas shown in
part I of (24)] and the thermal broadening [3.5kBT
at 0.55 K ~ 0.17 meV, where kB is the Boltzmann
constant]. We further compared the observed ZBP
height with a theoretical MBS spatial profile ob-
tained by solving the Bogoliubov–de Gennes equa-
tion analytically (5, 25) or numerically (26, 27). By
using theparameters ofEF=4.4meV,Dsc = 1.8meV,
and x0 = vF/Dsc = 12 nm,which are obtaineddirectly
from the topological surface state by our scanning
tunneling spectroscopy (STS) and ARPES results
(Fig. 2F) (18), the theoretical MBS profile matches
well the experimental one (Fig. 2G).
The observation of a nonsplit ZBP, which is

different from the split ZBP observed in a vortex
of the Bi2Te3/NbSe2 heterostructure (13, 28, 29),
indicates that theMBS peak in our system ismuch
less contaminated by nontopological CBS peaks,

which is made possible by the large Dsc/EF ratio
in this system. In a usual topological insulator/
superconductor heterostructure, this ratio is tiny,
on the order of 10−3 to 10−2 (28). This has been
shown to induce, in addition to theMBSat the zero
energy, many CBSs, whose level spacing is pro-
portional to Dsc

2/EF. As a result, these CBSs were
crowded together very close to the zero energy,
making difficult a clean detection of MBS from
the dI/dV spectra (29). However, on the surface of
FeTe0.55Se0.45, the value of Dsc

2/EF is ~0.74 meV,
which is sufficiently large to push most CBSs away
from the zero energy (24), leaving the MBS largely
isolated and unspoiled. A large energy separation
(0.7 meV) between the ZBP and the CBS was ob-
served in fig. S3, E to H, which is in agreement
with Dsc

2/EF of the topological surface states [(24),
part IV]. Also, all the bulk bands in this multi-
bandmaterial have fairly small values of EF owing
to large correlation-induced mass renormaliza-
tion, ranging from a few to a few tens of milli–
electron volts; thus, their values of Dsc

2/EF are
also quite large (>0.2 meV) (table S1) (24). These
large bulk ratios enlarge the energy-level spacing
of CBSs inside the bulk vortex line, which helps
reduce quasiparticle poisoning of theMBS at low
temperature [(24), part II].

It has been predicted (30) that the width of
the ZBP from tunneling into a single isolated
MBS is determined by thermal smearing (3.5kBT),
tunneling broadening, and STM instrumentation
resolution. We measured the tunneling barrier
evolution of the ZBP (Fig. 3A). Robust ZBPs can
be observed over two orders of magnitude in
tunneling barrier conductance, with the width
barely changing (Fig. 3B). Also, the line width of
ZBPs is almost completely limited by the com-
bined broadening of energy resolution and STM
thermal effect, suggesting that the intrinsic width
of the MBS is much smaller, and our measure-
ments are within the weak tunneling regime.
However, we did observe some other ZBPs

with a larger broadening (Fig. 3C). A larger ZBP
broadening is usually accompanied with a soft-
er SC gap, or the FWHM of ZBP increases with
increasing subgap background conductance.
The subgap background conductance, which
is determined by factors such as the strength of
scattering from disorder and quasiparticle in-
teractions (31–33), introduces a gapless fermion
bath that can poison the MBS, as explained pre-
viously (34). The effect of quasiparticle poisoning
is to reduce the MBS amplitude and increase
its width. This scenario is likely the origin of a
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Fig. 2. Energetic and spatial profile of ZBPs. (A) A ZBC map (area,
15 nm by 15 nm) around vortex cores. (B) A line-cut intensity plot along
the black dashed line indicated in (A). (C) A waterfall-like plot of (B) with
65 spectra, with the black curve corresponding to the one in the core
center. (D) An overlapping display of eight dI/dV spectra selected from
(C). (E) Spatial dependence of the height (top) and FWHM (bottom) of the
ZBP. (F) Comparison between ARPES and STS results. (Left) ARPES
results on the topological surface states. [Adapted from (18)] Black dashed

curves are extracted from a first-principle calculation (37), with the
calculated data rescaled to match the energy positions of the Dirac point
and the top of the bulk valence band (BVB). (Right) A dI/dV spectrum
measured from –20 to 10 meV. (G) Comparison between the measured
ZBP peak intensity with a theoretical calculation of MBS spatial profile
[(24), part VIII]. The data in (B) to (G) are normalized by the integrated
area of each dI/dV spectrum. Settings are Vs = –5 mV, It = 200 pA,
T = 0.55 K, and perpendicular magnetic field (B⊥) = 0.5 T.
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(19, 20) and is consistent with tunneling into an
isolated MBS in a vortex core of a SC topolog-
ical material (5, 25–27). We then extracted the
position-dependent values of the ZBP height and
width using simple Gaussian fits of the data in
Fig. 2C and obtained the spatial profile shown in
Fig. 2E; the decaying profile has a nearly constant
line width of ~0.3meV in the center, which is close
to the total width (~0.28 meV) contributed from
theSTMenergy resolution [~0.23meVas shown in
part I of (24)] and the thermal broadening [3.5kBT
at 0.55 K ~ 0.17 meV, where kB is the Boltzmann
constant]. We further compared the observed ZBP
height with a theoretical MBS spatial profile ob-
tained by solving the Bogoliubov–de Gennes equa-
tion analytically (5, 25) or numerically (26, 27). By
using theparameters ofEF=4.4meV,Dsc = 1.8meV,
and x0 = vF/Dsc = 12 nm,which are obtaineddirectly
from the topological surface state by our scanning
tunneling spectroscopy (STS) and ARPES results
(Fig. 2F) (18), the theoretical MBS profile matches
well the experimental one (Fig. 2G).
The observation of a nonsplit ZBP, which is

different from the split ZBP observed in a vortex
of the Bi2Te3/NbSe2 heterostructure (13, 28, 29),
indicates that theMBS peak in our system ismuch
less contaminated by nontopological CBS peaks,

which is made possible by the large Dsc/EF ratio
in this system. In a usual topological insulator/
superconductor heterostructure, this ratio is tiny,
on the order of 10−3 to 10−2 (28). This has been
shown to induce, in addition to theMBSat the zero
energy, many CBSs, whose level spacing is pro-
portional to Dsc

2/EF. As a result, these CBSs were
crowded together very close to the zero energy,
making difficult a clean detection of MBS from
the dI/dV spectra (29). However, on the surface of
FeTe0.55Se0.45, the value of Dsc

2/EF is ~0.74 meV,
which is sufficiently large to push most CBSs away
from the zero energy (24), leaving the MBS largely
isolated and unspoiled. A large energy separation
(0.7 meV) between the ZBP and the CBS was ob-
served in fig. S3, E to H, which is in agreement
with Dsc

2/EF of the topological surface states [(24),
part IV]. Also, all the bulk bands in this multi-
bandmaterial have fairly small values of EF owing
to large correlation-induced mass renormaliza-
tion, ranging from a few to a few tens of milli–
electron volts; thus, their values of Dsc

2/EF are
also quite large (>0.2 meV) (table S1) (24). These
large bulk ratios enlarge the energy-level spacing
of CBSs inside the bulk vortex line, which helps
reduce quasiparticle poisoning of theMBS at low
temperature [(24), part II].

It has been predicted (30) that the width of
the ZBP from tunneling into a single isolated
MBS is determined by thermal smearing (3.5kBT),
tunneling broadening, and STM instrumentation
resolution. We measured the tunneling barrier
evolution of the ZBP (Fig. 3A). Robust ZBPs can
be observed over two orders of magnitude in
tunneling barrier conductance, with the width
barely changing (Fig. 3B). Also, the line width of
ZBPs is almost completely limited by the com-
bined broadening of energy resolution and STM
thermal effect, suggesting that the intrinsic width
of the MBS is much smaller, and our measure-
ments are within the weak tunneling regime.
However, we did observe some other ZBPs

with a larger broadening (Fig. 3C). A larger ZBP
broadening is usually accompanied with a soft-
er SC gap, or the FWHM of ZBP increases with
increasing subgap background conductance.
The subgap background conductance, which
is determined by factors such as the strength of
scattering from disorder and quasiparticle in-
teractions (31–33), introduces a gapless fermion
bath that can poison the MBS, as explained pre-
viously (34). The effect of quasiparticle poisoning
is to reduce the MBS amplitude and increase
its width. This scenario is likely the origin of a
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Fig. 2. Energetic and spatial profile of ZBPs. (A) A ZBC map (area,
15 nm by 15 nm) around vortex cores. (B) A line-cut intensity plot along
the black dashed line indicated in (A). (C) A waterfall-like plot of (B) with
65 spectra, with the black curve corresponding to the one in the core
center. (D) An overlapping display of eight dI/dV spectra selected from
(C). (E) Spatial dependence of the height (top) and FWHM (bottom) of the
ZBP. (F) Comparison between ARPES and STS results. (Left) ARPES
results on the topological surface states. [Adapted from (18)] Black dashed

curves are extracted from a first-principle calculation (37), with the
calculated data rescaled to match the energy positions of the Dirac point
and the top of the bulk valence band (BVB). (Right) A dI/dV spectrum
measured from –20 to 10 meV. (G) Comparison between the measured
ZBP peak intensity with a theoretical calculation of MBS spatial profile
[(24), part VIII]. The data in (B) to (G) are normalized by the integrated
area of each dI/dV spectrum. Settings are Vs = –5 mV, It = 200 pA,
T = 0.55 K, and perpendicular magnetic field (B⊥) = 0.5 T.
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Evidence for Majorana bound states
in an iron-based superconductor
Dongfei Wang1,2*, Lingyuan Kong1,2*, Peng Fan1,2*, Hui Chen1, Shiyu Zhu1,2,
Wenyao Liu1,2, Lu Cao1,2, Yujie Sun1,3, Shixuan Du1,3,4, John Schneeloch5,
Ruidan Zhong5, Genda Gu5, Liang Fu6, Hong Ding1,2,3,4†, Hong-Jun Gao1,2,3,4†

The search for Majorana bound states (MBSs) has been fueled by the prospect of using their
non-Abelian statistics for robust quantum computation. Two-dimensional superconducting
topological materials have been predicted to host MBSs as zero-energy modes in vortex cores.
By using scanning tunneling spectroscopy on the superconducting Dirac surface state of
the iron-based superconductor FeTe0.55Se0.45, we observed a sharp zero-bias peak inside a
vortex core that does not split when moving away from the vortex center. The evolution of the
peak under varying magnetic field, temperature, and tunneling barrier is consistent with the
tunneling to a nearly pure MBS, separated from nontopological bound states. This observation
offers a potential platform for realizing and manipulating MBSs at a relatively high temperature.

M
ajorana bound states (MBSs) in condensed-
matter systems have attracted tremen-
dous interest owing to their non-Abelian
statistics and potential applications in
topological quantum computation (1, 2).

A MBS is theoretically predicted to emerge as a
spatially localized zero-energy mode in certain
p-wave topological superconductors in one and
two dimensions (3, 4). Although the material
realization of such p-wave superconductors has
remained elusive, other platforms for MBSs have
recently been proposed, using heterostructures
between conventional s-wave superconductors
and topological insulators (5), nanowires (6–8),
quantum anomalous Hall insulators (9), or atomic
chains (10), where the proximity effect on a spin-
nondegenerate band creates a superconducting
(SC) topological state. Various experimental sig-
natures of MBSs (11–14) or Majorana chiral modes
(15) have been observed in these heterostructures,
but clear detection and manipulation of MBSs
are often hindered by the contribution of non-
topological bound states and complications of
material interface.
Very recently, using high-resolution angle-

resolved photoemission spectroscopy (ARPES),
a potential platform forMBSs was discovered in
the bulk superconductor FeTe0.55Se0.45, with a SC
transition temperature Tc = 14.5 K and a simple
crystal structure (Fig. 1A). Because of the topo-
logical band inversion between the pz and dxz/dyz

bands around the !G point (16, 17) and the multi-
band nature (Fig. 1B), this single material naturally
has a spin-helical Dirac surface state, with an in-
duced full SCgapanda small Fermi energy (Fig. 1C)
(18); these properties would create favorable con-
ditions for observing a pureMBS (5) that is isolated
from other nontopological Caroli–de Gennes–
Matricon bound states (CBSs) (19, 20). The com-
bination of high-Tc superconductivity and Dirac
surface states in a single material removes the

challenging interface problems in previous pro-
posals and offers clear advantages for the detec-
tion and manipulation of MBSs.
Motivated by the above considerations, we

carried out a high-resolution scanning tunneling
microscopy/spectroscopy (STM/S) experiment on
the surface of FeTe0.55Se0.45, which has a good
atomic resolution that reveals the lattice formed by
Te/Se atoms on the surface (Fig. 1D). We started
with a relatively lowmagnetic field of 0.5 T along
the c axis at a low temperature of 0.55 K, with a
clear observation of vortex cores in Fig. 1E. At the
vortex center, we observed a strong zero-bias peak
(ZBP) with a full width at half maximum (FWHM)
of 0.3 meV and an amplitude of 2 relative to the
intensity just outside the gapped region. Outside
of the vortex core, we clearly observed a SC spec-
trumwithmultiple gap features, similar to the ones
observed in previous STM studies on the samema-
terial (21, 22). These different SC gaps correspond
well with the SC gaps on different Fermi surfaces
of thismaterial observed inpreviousARPES studies
(table S1) (23, 24). A similar ZBP was reported
previously (22).
We next demonstrate in Fig. 2 and fig. S4 (24)

that across a large range of magnetic fields, the
observed ZBP does not split when moving away
from a vortex center. It can be clearly seen from
Fig. 2, A to D, that the ZBP remains at the zero
energy, while its intensity fades awaywhenmoving
away from the vortex center. The nonsplit ZBP con-
trasts sharply with the split ZBP originating from
CBS observed in conventional superconductors
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Fig. 1. Band structure and vortex cores of FeTe0.55Se0.45. (A) Crystal structure of FeTe0.55Se0.45.
Axis a or b indicates one of the Fe–Fe bond directions. (B) A first-principle calculation of the
band structure along the G-M direction. In the calculations, t = 100 meV, whereas t ~ 12 to 25 meV
from ARPES experiments, largely depending on the bands (23). [Adapted from (18), figure 1C]
(C) Summary of SC topological surface states on this material observed by ARPES from (18).
(D) STM topography of FeTe0.55Se0.45 (scanning area, 17 nm by 17 nm). (E) Normalized zero-bias
conductance (ZBC) map measured at a magnetic field of 0.5 T, with the area 120 nm by 120 nm. (F) A
sharp ZBP in a dI/dV spectrum measured at the vortex core center indicated in the red box in (E).
Settings are sample bias, Vs = –5 mV; tunneling current, It = 200 pA; and temperature, T = 0.55 K.
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cients. For a plasma with a Maxwell distribution
the radiation temperature should be a monotoni-
cally decreasing function with increasing mag-
netic field, ' and should be representative of black-
body emission from the plasma. The fact that the
plot in Fig. 2(d) exhibits pronounced maxima at
cyclotron harmonics is evidence that the electron
distribution is not Maxwellian.
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OBSERVATION OF QUANTUM PERIODICITY IN THE TRANSITION TEMPERATURE
OF A SUPERCONDUCTING CYLINDER

W. A. Littler and R. D. Parks~
Department of Physics, Stanford University, Stanford, California

(Received May 10, 1962; revised manuscript received June 15, 1962)

Deaver and Fairbank' and Doll and Nabhuer'
have shown experimentally that the flux which is
trapped in a superconducting cylinder is an inte-
gral multiple of the unit hc/2e. It has been pointed
out' ' that this result follows because the free en-
ergy of the superconducting state is periodic in
this unit of the flux if the electrons are paired in
the manner described by the Bardeen-Cooper-
Schrieffer (BCS) theory. ' The free energy of the
normal state, on the other hand, is virtually in-
dependent of the flux. Consequently, the transi-
tion temperature T~, which is the temperature at
which the free energy of the normal and super-
conducting states are equal, must also be a peri-
odic function of the enclosed flux g. The magni-
tude of the change in T was calculated for a thin
cylindrical sample using the BCS model in which
the possible pairing of particles with net momen-
tum was included. This calculation showed that
the binding energy of each pair was reduced by
the amount of energy required to provide the
center-of-mass motion necessary to maintain
the fluxoid,

mv +—A ~ ds,

an integer. Each integer n corresponds to a dif-
ferent superconducting state characterized by a
particular pairing arrangement and a different
transition temperature. The transition tempera-
ture is found to vary as

h' I'2eZr =, , I „—y+n .

The choice of n which gives the tightest binding
and the highest transition temperature switches
from 0 to -1, -1 to -2, etc. , when Q is given by
—,'(hc/2e); —,'(hc/2e), etc. We note also that the
binding energy of the pair is a minimum at these
points and varies periodically with the flux. At
the transition temperature the penetration depth
becomes infinite and consequently the flux P, en-
closed by the cylinder, is determined entirely by
the external field. Tc is given by a periodic array
of parabolas, each of which is centered on a flux
unit (see Fig. 1). One can estimate the expected
magnitude of AT~ by taking m*=me and a reason-
able diameter of say 1 micron for the cylinder.
b, T is then approximately 5x10 K' which is of
measurable magnitude in the liquid helium tem-
perature range.
We have observed such an effect with a thin
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FIG. 1. Phase diagram for a thin
cylindrical superconductor in an axi-
al magnetic field. The scalloped edge
of the superconducting phase results
from the periodicity in the free ener-
gy of the bound pairs, in the magnetic
flux through the cylinder.

Tc

cylinder of tin. A clearly defined series of para-
bolic variations of the transition temperature was
observed as the magnetic field was changed. The
parabolas were regularly spaced at intervals of
hc/2e in the magnetic flux, in agreement with the
results of the experiments on quantized flux by
Deaver and Fa,irbank and Doll and Nabhuer.
The cylinder of tin was prepared in the follow-

ing way. A drop of G.E. 7031 cement was held on
the ends of two wires and the wires were then rap-
idly drawn apart to arm's length. A thin filament
of cement was formed which extended from one
wire to the other. After some hours of practice
we succeeded in drawing a filament of approxi-
mately 1 micron in diameter. A portion of this
filament was laid carefully onto a gla.ss slide over
a slot 3 mm wide by 10 mm long which had been
cut in the slide. The filament was cemented in
place with a dilute solution of the same cement.
The slide was then mounted in a high vacuum
evaporator on a rotating "spit" so that the axis
of rotation of the "spit" was along that of the fila-
ment. In this way it was possible to evaporate
metal over the complete perimeter of the fila-
ment, the slot in the slide being used to expose
the underside of the filament to the evaporating
metal. Earlier experience had shown that tin did
not adhere well to the filament; indeed, tin films

0less than 900 A thick were found to be noncontin-
uous. For this reason, a thin layer of gold about
25 L thick was first evaporated onto the filament.
This was not electrically continuous but provided
a surface to which the tin could adhere. A layer
of tin 375 A thick was then evaporated at a pres-

sure of 3 x10 ' mm onto the gold substrate. This
formed a continuous amorphous film which was
electrically conducting.
Electrical contact was made to each end of the

cylinder by cementing thin copper wires onto the
glass slide and then covering them and the sur-
rounding tin film with a coat of silver paint. The
slide was mounted on a bakelite base inside a cop-
per tube which was split lengthwise. The whole
assembly was fitted inside a copper solenoid in a
glass Dewar system. The system was precooled
and then filled with liquid helium. The tempera-
ture of the helium bath could be controlled to about
10~ K' with a diaphragm manostat in the pump-
ing line. The resistance of the tin cylinder was
measured by passing a constant current of about
10 pA through it and measuring the potential drop
across it with a microvoltmeter. The transition
from the normal to the superconducting state oc-
curred at about 3.45'K and extended over a tem-
perature range of about 0.05K'. Temperatures
in this region were measured with a carbon re-
sistor thermometer placed within one centimeter
of the filament and calibrated against the vapor
pressure of helium.
If the transition region of a superconductor is

spread over a finite temperature interval, there
is no unique transition temperature T~; however,
one may be defined by some criterion such as the
temperature at which the resistance falls to one-
half of its normal value. Alternatively, if the va-
riation in the resistance is measured, one can
calculate the change in the transition temperature
AT~ from the slope of the resistance versus tem-

10
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perature curve. This is the technique we used.
Small changes in the resistance of the tin film
were observed as the axial magnetic field was
varied and these were interpreted later as changes
in the transition temperature.
The results we obtained are shown in the accom-

panying figures. To obtain these photographs, the
magnetic field at the sample was varied sinusoi-
dally at 25 cps and the potential across the fila-
ment observed on an oscilloscope while a constant
current of 25 p.A was flowing through it. Similar
results were obtained from dc measurements with
the microvoltmeter. Figure 2 is the variation of
the resistance with magnetic field and clearly
shows a series of parabolas superimposed upon
a quadratic background. The upper trace is a
measure of the magnetic field, with zero field
at the center of the picture. In Fig. 3 an enlarged

FIG. 2. Lower trace: variation of resistance of tin
cylinder at its superconducting transition temperature
as a function of magnetic field. Upper trace: magnetic
field sweep.

view of the parabolas, corresponding to pairing
of the particles in the states n =-1, 0, and +1, is
shown. The minima occur at values of the mag-
netic field of -14, 0, and+14 gauss. The diam-
eter of the filament had been measured previously
with an optical microscope and found to be 1.4
+0.1 microns which gives a value of 13+2 gauss
for the field which would correspond to one flux
unit hc j2e. The uncertainty in the diameter re-
sults from the difficulty in interpreting the dif-
fraction pattern in the microscope. We could
measure no change in this pattern of the filament
over its entire length indicating that the filament
was of uniform cross section. This suggests that
one could usefully determine the diameter to
greater precision with an electron microscope
and hence determine the flux quantum to a few
percent. In Fig. 4 the quadratic background has
been reduced to a linear term by electrically
differentiating the signal to the oscilloscope. In
this way one can see more clearly the parabolas
in the region where the quadratic term is large.
From this picture one can see the strictly peri-
odic nature of the minima over a region of seven
parabolas. From our dc measurements we found
that the maximum excursion of the transition tem-
perature b Tc was 5x10~ K' (after subtracting
the quadratic background). This was somewhat
greater than we expected and is probably attrib-
uted to the effective mass of the electrons being
smaller than that of the true mass, and to some
corrections from a more exact theory.
In summary we state the following results and

conclusions from this experiment:
1. The quantum periodicity in the free energy

of a superconducting pair predicted by Byers and

FIG. 3. Enlarged view of parabolic variation of the
resistance of tin cylinder for pairs in quantum states
-1, 0, and +1. Straight line is magnetic field variation
with zero field at the center of the picture.

FIG. 4. Lower trace: variation of the resistance of
tin cylinder with magnetic field after differentiation
which reduces the quadratic background to a linear
background. Upper trace: magnetic field sweep.
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Destruction of the Global Phase
Coherence in Ultrathin,

Doubly Connected
Superconducting Cylinders

Y. Liu,* Yu. Zadorozhny, M. M. Rosario, B. Y. Rock, P. T. Carrigan, H. Wang

In doubly connected superconductors, such as hollow cylinders, the fluxoid is
known to be quantized, allowing the superfluid velocity to be controlled by an
applied magnetic flux and the sample size. The sample-size–induced increase
in superfluid velocity has been predicted to lead to the destruction of super-
conductivity around half-integer flux quanta. We report transport measure-
ments in ultrathin Al and Au0.7In0.3 cylinders verifying the presence of this
destructive regime characterized by the loss of the global phase coherence and
reveal a phase diagram featuring disconnected phase coherent regions, as
opposed to the single region seen in larger superconducting cylinders studied
previously.

Recent advances in nanoscience have dem-
onstrated that fundamentally new physical
phenomena may be found when the size of
samples shrinks. In the area of superconduc-
tivity, the reduction of sample size has led to
the observation of the paramagnetic Meissner
effect in micrometer-size superconductors
(1), the quantization of the Bose condensate
in submicrometer samples (2), and ultimately
the suppression of superconductivity in nano-
meter-scale superconductors (3, 4). In this
regime, it has also been recognized that the
sample topology has particularly strong ef-
fects on superconductivity (5), as reflected in
the characteristic features of the phase dia-
grams for a filled square and a loop (6). The
same result is expected for any samples of
singly and doubly connected geometry, topo-
logical terms for objects free of or possessing
a hole, respectively.

In the mixed state, a magnetic field can
penetrate the interior of a superconductor in
quantized vortex lines, with supercurrents
circulating around the vortex core. One
feature of doubly connected superconduc-
tors (independent of the sample size) is that
the circulating Cooper pairs lead to the
quantization of the fluxoid (7, 8), rather
than the vortex, in units of !0 " h/2e (in SI
units), where h is the Planck constant and e
is the electron charge, because of the pres-
ence of global phase coherence among the
Cooper pairs (9). Global phase coherence,
whose presence is indicated by a zero re-
sistance state, refers to the fact that a mac-
roscopic wave function can be used to de-
scribe the motion of all Cooper pairs in a

superconducting sample. The fluxoid, !#,
is defined by

!# ! ! " $m*c/e*%!Cvs ! ds (1)

where ! " & H ! dS ! !C A ! ds is the
ordinary magnetic flux, m* and e* are the
effective mass and charge of the Cooper
pairs, respectively, vs is the tangential super-
fluid velocity, and C is a closed contour in the
superconductor. If C is deep in a (bulk) su-
perconductor, vs vanishes so that !# ' !.

For a cylinder with an insulating or hol-
low core, if the wall thickness is smaller than
the superconducting penetration depth, then
vs is uniform in the sample (10). In this case,
because of fluxoid quantization, for a given
flux !,

vs"(2(/m*d)(n)!/!0) (2)

where ( " h/2*, d is the cylinder diameter,
and n is an integer that minimizes vs, leading
to the Little-Parks effect (11), characterized
by a small oscillation in vs that results in an
oscillation in the superconducting transition
temperature (Tc) and the sample resistance in
the transition regime, with a period of !0.

It was pointed out that a consequence of
fluxoid quantization in ultrasmall supercon-
ductors, within the phenomenological Gin-
zburg-Landau theory, was that for a super-
conducting ring with a side arm of length L
and diameter d, two very different physical
regimes should emerge for different ring di-
ameters (5). For large rings, the conventional
Little-Parks effect, with a small oscillation in
Tc, should be found, and superconductivity
should exist at zero temperature in all mag-
netic fields up to the critical field. However,
for d + ,(0), where ,(0) is the zero temper-
ature superconducting coherence length, a
destructive regime should occur. For a simple
ring with L " 0, the solution of the Ginzburg-

Landau equation leads to (5, 12)

cos"2*
!

!0
# " cos"2*

d/2
, (T )# (3)

where ,(T) " ,(0)[Tc/(Tc ) T)]1/2. Therefore,
when d + ,(0), for ! given by

$k!0 ) -!)/2 + ! + (k!0 . -!)/2 (4)
where k is an odd integer and -! " [1 )
d/,(0)]!0, Eq. 3 does not have a solution, mak-
ing superconductivity not possible even at T "
0. The superconducting-normal (S-N) phase
boundary, derived from Eq. 3, is given by

"n #
!

!0
# 2

" " d /2
, $0%# 2"1 )

T
Tc
# (5)

This destruction of superconductivity at zero
temperature is directly related to the sample-
size–induced increase in vs in a doubly con-
nected superconductor. Within the Ginzburg-
Landau free energy, the kinetic energy density
of the supercurrent, 1/2ns*m*vs

2 (where ns* is
the number density of the Cooper pairs), can be
compared with the superconducting condensa-
tion energy density in an applied field, Hc

2/8*
. H2/8* " ns* (2/4m*,2(T) . H2/8* (where
Hc is the thermodynamic critical field and H is
the applied field). Equation 2 suggests that the
doubly connected sample geometry demands
that vs increase toward its maximum value of
vs

max " (/m*d at half-integer flux quanta, as
long as global phase coherence is present in the
sample. Qualitatively, if d is made sufficiently
small, the kinetic energy would be pushed so
high (as the flux nears half-integer quanta) that
it would be impossible to compensate this en-
ergy by the condensation energy, making the
globally phase coherent superconducting state
energetically unfavorable. This particular way
of suppressing superconductivity is fundamen-
tally different from that by strong disorder or
Coulomb repulsion (13).

Experimentally, this phenomenon is difficult
to observe. If rings, prepared by e-beam lithog-
raphy, are used, the condition d + ,(0) requires
the rings to be extremely small in diameter and,
therefore, linewidth. These types of samples
typically have short coherence lengths, because
of the unavoidable disorder introduced by struc-
tural defects and boundary roughness. For ex-
ample, ,(0) was found to be only 0.1 to 0.2 /m
in mesoscopic Al disks, squares, and loops (2,
6). In comparison, ,(0) should be 1.6 /m in
single crystalline Al (14). In (6), the effect of
sample geometry on mesoscopic superconduc-
tors was experimentally studied. Indeed, the
phase diagram for a singly connected sample
was found to be substantially different from that
of a doubly connected loop of the same size
because of the absence of orbital (vortex) states
in the latter type of samples. However, the sizes
of the samples in this previous study [1 /m, an
order of magnitude larger than ,(0) " 0.1 /m]
were too large to reach the regime considered
theoretically. Ultrathin cylinders, which have
advantages over the rings for detecting the de-
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known to be quantized, allowing the superfluid velocity to be controlled by an
applied magnetic flux and the sample size. The sample-size–induced increase
in superfluid velocity has been predicted to lead to the destruction of super-
conductivity around half-integer flux quanta. We report transport measure-
ments in ultrathin Al and Au0.7In0.3 cylinders verifying the presence of this
destructive regime characterized by the loss of the global phase coherence and
reveal a phase diagram featuring disconnected phase coherent regions, as
opposed to the single region seen in larger superconducting cylinders studied
previously.

Recent advances in nanoscience have dem-
onstrated that fundamentally new physical
phenomena may be found when the size of
samples shrinks. In the area of superconduc-
tivity, the reduction of sample size has led to
the observation of the paramagnetic Meissner
effect in micrometer-size superconductors
(1), the quantization of the Bose condensate
in submicrometer samples (2), and ultimately
the suppression of superconductivity in nano-
meter-scale superconductors (3, 4). In this
regime, it has also been recognized that the
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fects on superconductivity (5), as reflected in
the characteristic features of the phase dia-
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same result is expected for any samples of
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logical terms for objects free of or possessing
a hole, respectively.
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structive regime because these samples can have
high parallel critical fields and reasonably long
superconducting coherence lengths, were cho-
sen for the present study.

The cylindrical samples (Fig. 1B) were pre-
pared by depositing Al or Au0.7In0.3 onto an
insulating quartz filament, as previously de-
scribed (15, 16). The cylinders were !1 mm
long and as small as 150 nm in diameter, nearly
an order of magnitude smaller than previously
studied (7). Electrical transport measurements
were carried out in a dilution or a 3He refriger-
ator equipped with a superconducting magnet,
with base temperatures of 20 mK and 0.3 K,
respectively. The cylinders were manually
aligned to be parallel to the magnetic field. The
cylinder diameters were inferred from the resis-
tance oscillation period and confirmed by atom-
ic force microscope measurements.

The resistance of an Al cylinder (Al-1, d !
150 nm) is plotted as a function of " and T
(Fig. 1A), where it is seen that at low T, the
sample was superconducting for a substantial
range of magnetic field below Hc//. However,
the zero sample resistance was suppressed
around " ! #1/2"0 and #3/2"0, resulting in
narrow resistance peaks. At the lowest temper-
ature, T ! 20 mK, the resistance peaks at " !
#1/2"0 had a magnitude R $ 310 ohms, a
substantial fraction of the normal-state resis-
tance RN $ 930 ohms, and a width of about
0.18"0, as measured at the onset of nonzero
resistance.

The temperature dependence of the sam-
ple resistance measured in zero and finite
fields corresponding to integer and half-inte-
ger flux quanta (Fig. 2A) shows that, at zero
field, Al-1 became superconducting around
1.3 K. At 1/2"0, its resistance showed a
broad drop starting around 1 K, in strong
contrast with R(T) at " ! "0, where a sharp
transition to zero resistance was seen at 1 K
even though the applied field was higher.
Similar behavior was also observed in an
ultrathin cylinder of Au0.7In0.3 (AuIn-1, d !
154 nm) (Fig. 2B). For both Al-1 and AuIn-1,
R(T) at 1/2"0 leveled off to a substantial
fraction of RN, showing almost no change
from 200 mK down to 20 mK. In contrast, the
temperature dependence of a larger Al cylin-
der (Al-2, d ! 357 nm) (Fig. 3) displayed a
conventional Tc oscillation with no essential
difference in the shape of R(T) at integer and
half-integer flux quanta.

The systematic behavior observed in all
samples suggests that a sample with a suffi-
ciently small diameter may remain nonsuper-
conducting around half-integer flux quanta
even at zero temperature. A generic phase dia-
gram can thus be obtained for ultrasmall, dou-
bly connected superconducting samples (Fig.
4), where a normal phase extends deep into the
region where superconductivity would be ex-
pected for cylinders of a conventional size. For
these samples, the well-established phase dia-

gram consists of a single superconducting re-
gion with a slightly modulated phase boundary
extending up to the parallel critical field, Hc//

(Fig. 3, inset B). This new phase diagram is
qualitatively different, featuring disconnected
phase coherent regions separated by a resistive
phase.

To compare our experimental results with
the theory, it is useful to determine %(0).
Finite-temperature %(T) can be estimated

from Hc//(T) ! &3 "0/'t%(T), where t is the
film thickness (17). Using the onset Hc//(T),
values of %(T) are found to be 161 nm for
Al-1 (d ! 150 nm) at 20 mK, 160 nm for
AuIn-1 (d ! 154 nm) at 20 mK, and 60 nm
for Al-2 (d ! 357 nm) at 0.39 K [%(0) ( 60
nm]. Therefore, we may conclude that d (
%(0) for both Al-1 and AuIn-1, whereas d )
%(0) for Al-2 (which is more disordered
than Al-1), as expected theoretically.

Fig. 1. (A) Resistance as a function of " and T for Al-1, an Al cylinder with diameter d ! 150 nm
and wall thickness t ! 30 nm. Even at temperatures much lower than the zero-field Tc (!1.30 K
at onset), the sample remained normal around " ! #1/2"0 and #3/2"0. At T ! 20 mK, the
resistance peak at " ! #1/2"0 has a width of *" ! 0.18"0 and a magnitude of R ! 0.33RN,
where RN (! 930 ohms) is the normal-state resistance. The superconducting coherence length %(20
mK) is about 161 nm, as estimated from the parallel critical field Hc//(20 mK) ! 2365 G ("c !
2.03"0). Values of resistance were taken every 0.01"0 from +2.5"0 to ,2.5"0, at 20 mK and
every 100 mK starting from 0.10 K up to 1.30 K. The solid red line connects the data points taken
at 20 mK. (B) Schematic of the sample configuration.

Fig. 2. (A) Resistance versus tempera-
ture at several values of magnetic flux
for Al-1. Filled and open circles corre-
spond to resistances taken at integer
and half-integer flux quanta, respective-
ly. Whereas sharp transitions to zero
resistance were observed at integer "0,
a broad drop characterized the behavior
at 1/2"0, where the resistance leveled
off to a substantial fraction of the nor-
mal-state resistance at temperatures
below 200 mK. Lines are used to con-
nect the data points. (B) Resistance ver-
sus temperature at several values of
magnetic flux for AuIn-1, a Au0.7In0.3
cylinder with d ! 154 nm and t ! 30
nm. Filled and open circles correspond
to resistances taken at integer and half-
integer flux quanta, respectively. The
resistance at 1/2"0 leveled off to about
0.80RN (RN ! 5.64 kiloohms), showing
almost no change from 200 mK down
to 20 mK. Lines are used to connect the
data points. (Inset) R(") for AuIn-1 at
T ! 20 mK. For most fields below Hc//
the sample was superconducting, ex-
cept around " ! #1/2"0, where sharp
resistance peaks of width *" ! 0.1 "0
were found. From Hc// ! 2382 G ("c !
2.14"0), %(20 mK) is estimated to be
160 nm.
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anomalous metal?

structive regime because these samples can have
high parallel critical fields and reasonably long
superconducting coherence lengths, were cho-
sen for the present study.

The cylindrical samples (Fig. 1B) were pre-
pared by depositing Al or Au0.7In0.3 onto an
insulating quartz filament, as previously de-
scribed (15, 16). The cylinders were !1 mm
long and as small as 150 nm in diameter, nearly
an order of magnitude smaller than previously
studied (7). Electrical transport measurements
were carried out in a dilution or a 3He refriger-
ator equipped with a superconducting magnet,
with base temperatures of 20 mK and 0.3 K,
respectively. The cylinders were manually
aligned to be parallel to the magnetic field. The
cylinder diameters were inferred from the resis-
tance oscillation period and confirmed by atom-
ic force microscope measurements.

The resistance of an Al cylinder (Al-1, d !
150 nm) is plotted as a function of " and T
(Fig. 1A), where it is seen that at low T, the
sample was superconducting for a substantial
range of magnetic field below Hc//. However,
the zero sample resistance was suppressed
around " ! #1/2"0 and #3/2"0, resulting in
narrow resistance peaks. At the lowest temper-
ature, T ! 20 mK, the resistance peaks at " !
#1/2"0 had a magnitude R $ 310 ohms, a
substantial fraction of the normal-state resis-
tance RN $ 930 ohms, and a width of about
0.18"0, as measured at the onset of nonzero
resistance.

The temperature dependence of the sam-
ple resistance measured in zero and finite
fields corresponding to integer and half-inte-
ger flux quanta (Fig. 2A) shows that, at zero
field, Al-1 became superconducting around
1.3 K. At 1/2"0, its resistance showed a
broad drop starting around 1 K, in strong
contrast with R(T) at " ! "0, where a sharp
transition to zero resistance was seen at 1 K
even though the applied field was higher.
Similar behavior was also observed in an
ultrathin cylinder of Au0.7In0.3 (AuIn-1, d !
154 nm) (Fig. 2B). For both Al-1 and AuIn-1,
R(T) at 1/2"0 leveled off to a substantial
fraction of RN, showing almost no change
from 200 mK down to 20 mK. In contrast, the
temperature dependence of a larger Al cylin-
der (Al-2, d ! 357 nm) (Fig. 3) displayed a
conventional Tc oscillation with no essential
difference in the shape of R(T) at integer and
half-integer flux quanta.

The systematic behavior observed in all
samples suggests that a sample with a suffi-
ciently small diameter may remain nonsuper-
conducting around half-integer flux quanta
even at zero temperature. A generic phase dia-
gram can thus be obtained for ultrasmall, dou-
bly connected superconducting samples (Fig.
4), where a normal phase extends deep into the
region where superconductivity would be ex-
pected for cylinders of a conventional size. For
these samples, the well-established phase dia-

gram consists of a single superconducting re-
gion with a slightly modulated phase boundary
extending up to the parallel critical field, Hc//

(Fig. 3, inset B). This new phase diagram is
qualitatively different, featuring disconnected
phase coherent regions separated by a resistive
phase.

To compare our experimental results with
the theory, it is useful to determine %(0).
Finite-temperature %(T) can be estimated

from Hc//(T) ! &3 "0/'t%(T), where t is the
film thickness (17). Using the onset Hc//(T),
values of %(T) are found to be 161 nm for
Al-1 (d ! 150 nm) at 20 mK, 160 nm for
AuIn-1 (d ! 154 nm) at 20 mK, and 60 nm
for Al-2 (d ! 357 nm) at 0.39 K [%(0) ( 60
nm]. Therefore, we may conclude that d (
%(0) for both Al-1 and AuIn-1, whereas d )
%(0) for Al-2 (which is more disordered
than Al-1), as expected theoretically.

Fig. 1. (A) Resistance as a function of " and T for Al-1, an Al cylinder with diameter d ! 150 nm
and wall thickness t ! 30 nm. Even at temperatures much lower than the zero-field Tc (!1.30 K
at onset), the sample remained normal around " ! #1/2"0 and #3/2"0. At T ! 20 mK, the
resistance peak at " ! #1/2"0 has a width of *" ! 0.18"0 and a magnitude of R ! 0.33RN,
where RN (! 930 ohms) is the normal-state resistance. The superconducting coherence length %(20
mK) is about 161 nm, as estimated from the parallel critical field Hc//(20 mK) ! 2365 G ("c !
2.03"0). Values of resistance were taken every 0.01"0 from +2.5"0 to ,2.5"0, at 20 mK and
every 100 mK starting from 0.10 K up to 1.30 K. The solid red line connects the data points taken
at 20 mK. (B) Schematic of the sample configuration.

Fig. 2. (A) Resistance versus tempera-
ture at several values of magnetic flux
for Al-1. Filled and open circles corre-
spond to resistances taken at integer
and half-integer flux quanta, respective-
ly. Whereas sharp transitions to zero
resistance were observed at integer "0,
a broad drop characterized the behavior
at 1/2"0, where the resistance leveled
off to a substantial fraction of the nor-
mal-state resistance at temperatures
below 200 mK. Lines are used to con-
nect the data points. (B) Resistance ver-
sus temperature at several values of
magnetic flux for AuIn-1, a Au0.7In0.3
cylinder with d ! 154 nm and t ! 30
nm. Filled and open circles correspond
to resistances taken at integer and half-
integer flux quanta, respectively. The
resistance at 1/2"0 leveled off to about
0.80RN (RN ! 5.64 kiloohms), showing
almost no change from 200 mK down
to 20 mK. Lines are used to connect the
data points. (Inset) R(") for AuIn-1 at
T ! 20 mK. For most fields below Hc//
the sample was superconducting, ex-
cept around " ! #1/2"0, where sharp
resistance peaks of width *" ! 0.1 "0
were found. From Hc// ! 2382 G ("c !
2.14"0), %(20 mK) is estimated to be
160 nm.
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structive regime because these samples can have
high parallel critical fields and reasonably long
superconducting coherence lengths, were cho-
sen for the present study.

The cylindrical samples (Fig. 1B) were pre-
pared by depositing Al or Au0.7In0.3 onto an
insulating quartz filament, as previously de-
scribed (15, 16). The cylinders were !1 mm
long and as small as 150 nm in diameter, nearly
an order of magnitude smaller than previously
studied (7). Electrical transport measurements
were carried out in a dilution or a 3He refriger-
ator equipped with a superconducting magnet,
with base temperatures of 20 mK and 0.3 K,
respectively. The cylinders were manually
aligned to be parallel to the magnetic field. The
cylinder diameters were inferred from the resis-
tance oscillation period and confirmed by atom-
ic force microscope measurements.

The resistance of an Al cylinder (Al-1, d !
150 nm) is plotted as a function of " and T
(Fig. 1A), where it is seen that at low T, the
sample was superconducting for a substantial
range of magnetic field below Hc//. However,
the zero sample resistance was suppressed
around " ! #1/2"0 and #3/2"0, resulting in
narrow resistance peaks. At the lowest temper-
ature, T ! 20 mK, the resistance peaks at " !
#1/2"0 had a magnitude R $ 310 ohms, a
substantial fraction of the normal-state resis-
tance RN $ 930 ohms, and a width of about
0.18"0, as measured at the onset of nonzero
resistance.

The temperature dependence of the sam-
ple resistance measured in zero and finite
fields corresponding to integer and half-inte-
ger flux quanta (Fig. 2A) shows that, at zero
field, Al-1 became superconducting around
1.3 K. At 1/2"0, its resistance showed a
broad drop starting around 1 K, in strong
contrast with R(T) at " ! "0, where a sharp
transition to zero resistance was seen at 1 K
even though the applied field was higher.
Similar behavior was also observed in an
ultrathin cylinder of Au0.7In0.3 (AuIn-1, d !
154 nm) (Fig. 2B). For both Al-1 and AuIn-1,
R(T) at 1/2"0 leveled off to a substantial
fraction of RN, showing almost no change
from 200 mK down to 20 mK. In contrast, the
temperature dependence of a larger Al cylin-
der (Al-2, d ! 357 nm) (Fig. 3) displayed a
conventional Tc oscillation with no essential
difference in the shape of R(T) at integer and
half-integer flux quanta.

The systematic behavior observed in all
samples suggests that a sample with a suffi-
ciently small diameter may remain nonsuper-
conducting around half-integer flux quanta
even at zero temperature. A generic phase dia-
gram can thus be obtained for ultrasmall, dou-
bly connected superconducting samples (Fig.
4), where a normal phase extends deep into the
region where superconductivity would be ex-
pected for cylinders of a conventional size. For
these samples, the well-established phase dia-

gram consists of a single superconducting re-
gion with a slightly modulated phase boundary
extending up to the parallel critical field, Hc//

(Fig. 3, inset B). This new phase diagram is
qualitatively different, featuring disconnected
phase coherent regions separated by a resistive
phase.

To compare our experimental results with
the theory, it is useful to determine %(0).
Finite-temperature %(T) can be estimated

from Hc//(T) ! &3 "0/'t%(T), where t is the
film thickness (17). Using the onset Hc//(T),
values of %(T) are found to be 161 nm for
Al-1 (d ! 150 nm) at 20 mK, 160 nm for
AuIn-1 (d ! 154 nm) at 20 mK, and 60 nm
for Al-2 (d ! 357 nm) at 0.39 K [%(0) ( 60
nm]. Therefore, we may conclude that d (
%(0) for both Al-1 and AuIn-1, whereas d )
%(0) for Al-2 (which is more disordered
than Al-1), as expected theoretically.

Fig. 1. (A) Resistance as a function of " and T for Al-1, an Al cylinder with diameter d ! 150 nm
and wall thickness t ! 30 nm. Even at temperatures much lower than the zero-field Tc (!1.30 K
at onset), the sample remained normal around " ! #1/2"0 and #3/2"0. At T ! 20 mK, the
resistance peak at " ! #1/2"0 has a width of *" ! 0.18"0 and a magnitude of R ! 0.33RN,
where RN (! 930 ohms) is the normal-state resistance. The superconducting coherence length %(20
mK) is about 161 nm, as estimated from the parallel critical field Hc//(20 mK) ! 2365 G ("c !
2.03"0). Values of resistance were taken every 0.01"0 from +2.5"0 to ,2.5"0, at 20 mK and
every 100 mK starting from 0.10 K up to 1.30 K. The solid red line connects the data points taken
at 20 mK. (B) Schematic of the sample configuration.

Fig. 2. (A) Resistance versus tempera-
ture at several values of magnetic flux
for Al-1. Filled and open circles corre-
spond to resistances taken at integer
and half-integer flux quanta, respective-
ly. Whereas sharp transitions to zero
resistance were observed at integer "0,
a broad drop characterized the behavior
at 1/2"0, where the resistance leveled
off to a substantial fraction of the nor-
mal-state resistance at temperatures
below 200 mK. Lines are used to con-
nect the data points. (B) Resistance ver-
sus temperature at several values of
magnetic flux for AuIn-1, a Au0.7In0.3
cylinder with d ! 154 nm and t ! 30
nm. Filled and open circles correspond
to resistances taken at integer and half-
integer flux quanta, respectively. The
resistance at 1/2"0 leveled off to about
0.80RN (RN ! 5.64 kiloohms), showing
almost no change from 200 mK down
to 20 mK. Lines are used to connect the
data points. (Inset) R(") for AuIn-1 at
T ! 20 mK. For most fields below Hc//
the sample was superconducting, ex-
cept around " ! #1/2"0, where sharp
resistance peaks of width *" ! 0.1 "0
were found. From Hc// ! 2382 G ("c !
2.14"0), %(20 mK) is estimated to be
160 nm.
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When odd multiples of half flux quanta thread a cylindrical superconducting shell with a diameter d
shorter than the zero temperature coherence length !ð0Þ, superconductivity is predicted to be destroyed.

We show here that as d is reduced in comparison to !ð0Þ the resistance attains the normal state value,

which seems to be temperature independent in the vicinity of half flux quanta. The data are in agreement

with recent theoretical results.

DOI: 10.1103/PhysRevLett.107.037001 PACS numbers: 74.78.Na, 74.25.fc, 74.25.Op, 74.25.Sv

Quantum phase transitions (QPT) are an active topic in
modern solid-state physics [1–5]. An important and
interesting example for such transitions is the
superconductor-normal state QPT, where external parame-
ters such as disorder [1,6] or a magnetic field [5,7] force the
superconductor quantum ground state to transit into a
fundamentally different one. A unique system that can be
used to study QPT is the so called destructive regime in a
cylindrical superconducting shell with diameter d smaller
than the zero temperature superconductor coherence length
!ð0Þ in a parallel magnetic field [8–13]. When odd multi-
ples of half flux quanta thread such a system the kinetic
energy of superconducting current is predicted to exceed
the condensation energy so superconductivity would be
destroyed even at T ¼ 0.

This phenomenon is, essentially, enhanced Little-Parks
(LP) oscillations [14] of the critical temperature TC as a
function of the magnetic flux, ". The period of the LP
oscillations is the flux quanta "0 ¼ hc=2e, and the maxi-
mal reduction of TC, which takes place at odd multiples
of 0:5"0, depends on the ratio d=!ð0Þ. If d $ !ð0Þ (or
d $ 1:2!ð0Þ [10]) the maximal reduction of TC exceeds
TC in the vicinity of half-integer flux quanta, resulting in a
flux tuned QPT. If the external flux threaded only through
the nonsuperconducting part of the cylinder (Aharonov-
Bohm flux) is raised, the system will periodically shift
from the superconducting to the normal state. In practice,
the entire cylinder is placed in an external magnetic field,
the flux threads both the interior and the exterior super-
conducting wall of the cylinder and the kinetic energy of
the superconducting currents is enhanced. When the mag-
netic flux is raised, at zero temperature, superconductivity
is destroyed at a certain critical flux "c, then it may
reappear at another critical flux, and so on, but eventually
the additional superconducting currents will not enable the
reentry of the superconducting state. The lowest critical
flux, "c weakly depends on the thickness of the super-
conducting wall t, and was calculated by mean field theory

to be "c="0 ¼ 0:83R=!ð0Þ [8,10], where R is the cylin-
der’s radius.
The boundary between the normal and the supercon-

ducting phase is at the critical temperature TCðn;"Þ which
solves Eq. (1) [11,12]:

ln
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TCð0; 0Þ
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¼ c
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2
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where c is the digamma function, TCð0; 0Þ is the zero field
critical temperature, n is an integer and #ðn;"Þ is the pair
breaking parameter, given by [12,15]:
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Even though there are three parameters in #ðn;"Þ: !ð0Þ, R
and t, #ðn;"Þ depends only on the two ratios R=!ð0Þ and
t=R. If t < R, #ð0;"Þ weakly depends on t=R, therefore
this line in the phase diagram can be used to obtain the ratio
R=!ð0Þ. On the other hand #ðn;"Þ with n > 0, strongly
depends on t=R, resulting in high values of #ðn;"Þ even at
"="0 ¼ n; hence superconductivity is destroyed above a
certain flux.
In an earlier experiment on the destructive regime Liu

et al. [9] have reported that the maximum conductivity at
'0:5"0, is larger than the conductivity of the normal state,
even near T ¼ 0. The nature of this enhanced conductivity
is not yet fully understood.While some studies attribute it to
superconducting fluctuations [15–17], others claim that the
origin of this finite conductivity is the formation of sections
with local superconducting order in the cylinder [11].
Lopatin et al. [16] calculated the fluctuation correction

to the normal state conductivity in the vicinity of a
superconducting-normal metal QPT for a low-dimensional
system in a parallel magnetic field. While their calculations
qualitatively agreed with the mentioned enhanced conduc-
tivity, some of their predictions, like a nonmonotonic
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resistivity as a function of magnetic field, were not ob-
served experimentally. Vafek et al. [8] argued that even at
odd multiples of 0:5!0, fluctuations of ‘, the mean free
path, and R lead to the construction of rare regions with
local superconducting order. They calculated the cylinder’s
resistance by modeling the system to Josephson coupled
regions and obtained a qualitative agreement with the
experimental data. These calculations, however, are lim-
ited to high temperatures. Recently, Dao and Chibotaru
[11] argued that the experimental data presented in [9,17]
are mainly due to the inhomogeneities of the cylinder that
lead to local TCðn;!Þ along the cylinder, rather than super-
conducting fluctuations. By simulating a cylinder in which
"ð0Þ varies along the cylinder they quantitatively produced
the features presented in previous experiments.

In this Letter we present the results of an experimental
study of the destructive regime of a cylindrical supercon-
ducting shell in vicinity and below the QPT by making the
parameter d="ð0Þ smaller than ever achieved before. When
d# "ð0Þ the mentioned enhanced conductivity is ob-
served. However, as d="ð0Þ is further reduced, the resist-
ance is raised to the normal state value. It is remarkable that
this value seems to be temperature independent (saturates).
The data analysis is consistent with the model invoking the
inhomogeneity of the cylinder.

The cylindrical superconducting shells are obtained by
sputtering Al onto an InAs nanocylinders. The sample
fabrication consists of three major steps: (i) Au-assisted
vapor-liquid-solid (VLS) growth of InAs nanowires using
molecular beam epitaxy (MBE), (ii) deposition of a super-
conducting coating film, and (iii) nanofabrication of elec-
trical leads. The details of each step are described
elsewhere [18]. A SEM image of a typical sample, after
all fabrication stages af presented in Fig. 1.

The InAs wires are not conducting since they are not
doped and we do not apply any gate voltage. This was
checked experimentally in samples were the Al metal was
absent or discontinuous (for thin Al layers) between the
Ohmic contacts. Furthermore, since the oxide layer sur-
rounding the InAs nanowire is not removed, there is a
barrier for the electrons between the InAs and the Al.
Therefore, the superconducting proximity effect can be
ruled out [19]. The nanocylinder is manually aligned and
bonded to a socket sample holder, so that the nanowire is
parallel to the socket’s edge and consequently to the ap-
plied magnetic field. The resistance was measured using a
low noise analog lock-in amplifier (EG&G PR-124A) in a
dilution refrigerator with a base temperature of 60 mK.

The inset of Fig. 2 shows the transition of sample ‘‘e7’’
into the superconducting phase, as the normal state resist-
ance (RN ¼ 14:7 !) drops to zero. The width of the tran-
sition can be explained by thermal fluctuations above TC

and by phase slips below TC [20]. Thickness fluctuations
due to the granular structure of the Al surrounding the InAs
can also broaden the transition. It is usually assumed that

the zero field transition is not broadened due to nonmag-
netic defects [21]. However, if t is small enough, the
transition can also be broadened due to variations of the
density of states or the electron phonon interaction [11].
Figure 3 shows the residual resistance of sample ‘‘b4’’ as

a function of magnetic field at 70 mK (this sample was
measured in a 2-probe configuration and a residual resist-
ance of 100 ! was subtracted from the resistance). The
basic features of this graph are similar to those presented in
Ref. [9], i.e., at zero field, the sample is in the super-
conducting state, there are narrow peaks of the resistance
at fields corresponding to%0:5!0 and%1:5!0, with finite
resistances lower than RN . At %!0 the resistance is again
close to its minimal value and at %2!0, %3!0 the resist-
ance is reduced from RN to a finite value. We evaluate

"ð0Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
#@vF‘=24kBTC

p
to be 72 nm, where @ is Planck

constant, vF ¼ 2:03& 106 m= sec [22] is the Fermi veloc-
ity, kB the Boltzmann constant, TC ¼ 1:24 K (taken at the
middle of the transition) and the mean free path ‘¼3:2 nm,
is estimated from RN using a free electron gas model.

FIG. 1. A SEM image of a typical nanowire connected to
Ohmic contacts. The dark area surrounding the nanowire is the
hardened PMMA. The inset shows typical superconducting
coated nanowires with d ¼ 100 nm.
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FIG. 2 (color online). Resistance as a function of magnetic
field of sample e7 at several temperatures. The diameter of the
cylinder is estimated to be 66 nm, and the zero temperature
coherence length 110 nm. The inset shows the transition of
sample e7 into the superconducting phase.
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resistivity as a function of magnetic field, were not ob-
served experimentally. Vafek et al. [8] argued that even at
odd multiples of 0:5!0, fluctuations of ‘, the mean free
path, and R lead to the construction of rare regions with
local superconducting order. They calculated the cylinder’s
resistance by modeling the system to Josephson coupled
regions and obtained a qualitative agreement with the
experimental data. These calculations, however, are lim-
ited to high temperatures. Recently, Dao and Chibotaru
[11] argued that the experimental data presented in [9,17]
are mainly due to the inhomogeneities of the cylinder that
lead to local TCðn;!Þ along the cylinder, rather than super-
conducting fluctuations. By simulating a cylinder in which
"ð0Þ varies along the cylinder they quantitatively produced
the features presented in previous experiments.

In this Letter we present the results of an experimental
study of the destructive regime of a cylindrical supercon-
ducting shell in vicinity and below the QPT by making the
parameter d="ð0Þ smaller than ever achieved before. When
d# "ð0Þ the mentioned enhanced conductivity is ob-
served. However, as d="ð0Þ is further reduced, the resist-
ance is raised to the normal state value. It is remarkable that
this value seems to be temperature independent (saturates).
The data analysis is consistent with the model invoking the
inhomogeneity of the cylinder.

The cylindrical superconducting shells are obtained by
sputtering Al onto an InAs nanocylinders. The sample
fabrication consists of three major steps: (i) Au-assisted
vapor-liquid-solid (VLS) growth of InAs nanowires using
molecular beam epitaxy (MBE), (ii) deposition of a super-
conducting coating film, and (iii) nanofabrication of elec-
trical leads. The details of each step are described
elsewhere [18]. A SEM image of a typical sample, after
all fabrication stages af presented in Fig. 1.

The InAs wires are not conducting since they are not
doped and we do not apply any gate voltage. This was
checked experimentally in samples were the Al metal was
absent or discontinuous (for thin Al layers) between the
Ohmic contacts. Furthermore, since the oxide layer sur-
rounding the InAs nanowire is not removed, there is a
barrier for the electrons between the InAs and the Al.
Therefore, the superconducting proximity effect can be
ruled out [19]. The nanocylinder is manually aligned and
bonded to a socket sample holder, so that the nanowire is
parallel to the socket’s edge and consequently to the ap-
plied magnetic field. The resistance was measured using a
low noise analog lock-in amplifier (EG&G PR-124A) in a
dilution refrigerator with a base temperature of 60 mK.

The inset of Fig. 2 shows the transition of sample ‘‘e7’’
into the superconducting phase, as the normal state resist-
ance (RN ¼ 14:7 !) drops to zero. The width of the tran-
sition can be explained by thermal fluctuations above TC

and by phase slips below TC [20]. Thickness fluctuations
due to the granular structure of the Al surrounding the InAs
can also broaden the transition. It is usually assumed that

the zero field transition is not broadened due to nonmag-
netic defects [21]. However, if t is small enough, the
transition can also be broadened due to variations of the
density of states or the electron phonon interaction [11].
Figure 3 shows the residual resistance of sample ‘‘b4’’ as

a function of magnetic field at 70 mK (this sample was
measured in a 2-probe configuration and a residual resist-
ance of 100 ! was subtracted from the resistance). The
basic features of this graph are similar to those presented in
Ref. [9], i.e., at zero field, the sample is in the super-
conducting state, there are narrow peaks of the resistance
at fields corresponding to%0:5!0 and%1:5!0, with finite
resistances lower than RN . At %!0 the resistance is again
close to its minimal value and at %2!0, %3!0 the resist-
ance is reduced from RN to a finite value. We evaluate

"ð0Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
#@vF‘=24kBTC

p
to be 72 nm, where @ is Planck

constant, vF ¼ 2:03& 106 m= sec [22] is the Fermi veloc-
ity, kB the Boltzmann constant, TC ¼ 1:24 K (taken at the
middle of the transition) and the mean free path ‘¼3:2 nm,
is estimated from RN using a free electron gas model.

FIG. 1. A SEM image of a typical nanowire connected to
Ohmic contacts. The dark area surrounding the nanowire is the
hardened PMMA. The inset shows typical superconducting
coated nanowires with d ¼ 100 nm.
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FIG. 2 (color online). Resistance as a function of magnetic
field of sample e7 at several temperatures. The diameter of the
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coherence length 110 nm. The inset shows the transition of
sample e7 into the superconducting phase.
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Flux-induced Majorana modes in full-shell nanowires
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We demonstrate a novel means of creating Majorana zero modes using magnetic flux applied to a
full superconducting shell surrounding a semiconducting nanowire core, unifying approaches based
on proximitized nanowires and vortices in topological superconductors. In the destructive Little-
Parks regime, reentrant regions of superconductivity are associated with integer number of phase
windings in the shell. Tunneling into the core reveals a hard induced gap near zero applied flux,
corresponding to zero phase winding, and a gapped region with a discrete zero-energy state for flux
around �0 = h/2e, corresponding to 2⇡ phase winding. Coulomb peak spacing in full-shell islands
around one applied flux shows exponentially decreasing deviation from 1e periodicity with device
length, consistent with the picture of Majorana modes located at the ends of the wire.

Majorana zero modes (MZMs) at the ends of one-
dimensional topological superconductors are expected
to exhibit braiding statistics [1, 2], opening a path to-
ward topologically protected quantum computing [3, 4].
Among the proposals to realize MZMs, one approach
[5, 6] based on semiconductor nanowires with strong spin-
orbit coupling subject to a Zeeman field and supercon-
ducting proximity e↵ect has received particular atten-
tion, yielding numerous compelling experimental signa-
tures [7–11]. An alternative route to MZMs aims to
create vortices in spinless superconductors, by various
means, for instance by coupling a vortex in a conventional
superconductor to a topological insulator [12, 13], using
doped topological insulators [14, 15], or using vortices in
exotic quantum Hall analogs of spinless superconductors
[16].

The approach demonstrated in this paper, based on
superconducting phase winding in an Al shell surround-
ing an InAs nanowire core, contains elements of both
the Lutchyn-Oreg scheme [5, 6] and vortex-based schemes
[12] for creating MZMs. In the destructive Little-Parks
regime [17, 18], the modulation of critical current and
temperature with flux applied along the hybrid nanowire
results in reentrant superconductivity [19, 20] where each
region is associated with a quantized number of twists of
the superconducting phase [21]. The result is a series of
topologically locked boundary conditions for the proxim-
ity e↵ect of the core, where the number of phase twists in
the Al shell corresponds to the number of phase vortices
in the nanowire core [22].

We observe that tunneling into the core in the zeroth
superconducting lobe, around zero flux, yields a hard
proximity-induced gap with no subgap features. In the
superconducting regions around one quantum of applied
flux, corresponding to phase twists of ±2⇡ in the shell,
tunneling spectra into the core shows stable zero-bias
peaks, indicating a discrete subgap state fixed at zero en-
ergy, consistent with the Majorana picture. Further sup-
port for this interpretation, based on full-shell Coulomb
islands, is then presented. We find that in the zeroth

lobe, Coulomb blockade conductance peaks show 2e spac-
ing, indicating Cooper-pair tunneling and an induced gap
exceeding the island charging energy. In the first lobe,
peak spacings are roughly 1e-periodic, with slight even-
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FIG. 1. Destructive Little-Parks regime in full-shell
nanowire. (A) Colorized material-sensitive electron micro-
graph of InAs-Al hybrid nanowire. Hexagonal InAs core
(maximum diameter 130 nm) with 30 nm full-shell epitax-
ial Al. (B) Micrograph of device 1, colorized to highlight
4-probe measurement setup. (C) Di↵erential resistance of
the Al shell, Rs, as a function of current bias, Is, and axial
magnetic field, B, measured at 20 mK. Top axis shows flux,
BAwire, in units of the flux quantum �0 = h/2e. Supercon-
ducting lobes are separated by destructive regions near odd
half-integer flux quanta. (D) Temperature evolution of Rs as
a function of B measured around Is = 0. Note that Rs equals
the normal-state resistance in all destructive regimes.
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Flux-induced topological superconductivity in
full-shell nanowires
S. Vaitiekėnas, G. W. Winkler, B. van Heck, T. Karzig, M.-T. Deng, K. Flensberg, L. I. Glazman, C. Nayak,
P. Krogstrup, R. M. Lutchyn*, C. M. Marcus*

INTRODUCTION:Majorana zero modes (MZMs)
localized at the ends of one-dimensional topo-
logical superconductors are promising candi-
dates for fault-tolerant quantum computing.
One approach among the proposals to realize
MZMs—based on semiconducting nanowires
with strong spin-orbit coupling subject to a
Zeeman field and superconducting proxim-
ity effect—has received considerable attention,
yielding increasingly compelling experimen-
tal results over the past few years. An alter-
native route to MZMs aims to create vortices
in topological superconductors, for instance,
by coupling a vortex in a conventional super-
conductor to a topological insulator.

RATIONALE: We intoduce a conceptually dis-
tinct approach to generatingMZMs by thread-
ingmagnetic flux through a superconducting
shell fully surrounding a spin-orbit–coupled
semiconducting nanowire core; this approach
contains elements of both the proximitized-
wire and vortex schemes. We show experi-
mentally and theoretically that thewinding of

the superconducting phase around the shell
induced by the applied flux gives rise toMZMs
at the ends of the wire. The topological phase
sets in at relatively low magnetic fields, is
controlled by moving from zero to one phase
twist around the superconducting shell, and
does not require a large g factor in the semi-
conductor, which broadens the landscape of
candidate materials.

RESULTS: In the destructive Little-Parks re-
gime, the modulation of critical temperature
with flux applied along the hybrid nanowire
results in a sequence of lobes with reentrant
superconductivity. Each lobe is associated with
a quantized number of twists of the super-
conducting phase in the shell, determined
by the external field. The result is a series of
topologically locked boundary conditions for
the proximity effect in the semiconducting
core, with a dramatic effect on the subgap den-
sity of states.
Tunneling into the core in the zeroth super-

conducting lobe, around zero flux, we mea-

sure a hard proximity-induced gap with no
subgap features. In the superconducting re-
gions around one quantum of applied flux,F0 =
h/2e, corresponding to phase twists of ±2p in
the shell, tunneling spectra into the core show
stable zero-bias peaks, indicating a discrete
subgap state fixed at zero energy.
Theoretically, we find that a Rashba field

arising from the breaking of local radial
inversion symmetry at the semiconductor-
superconductor interface, along with 2p-
phase twists in the boundary condition, can

induce a topological state
supporting MZMs. We
calculate the topological
phase diagram of the
system as a function of
Rashba spin-orbit cou-
pling, radius of the semi-
conducting core, and band

bending at the superconductor-semiconductor
interface. Our analysis shows that topolog-
ical superconductivity extends in a reason-
ably large portion of the parameter space.
Transport simulations of the tunneling con-
ductance in the presence of MZMs qualita-
tively reproduce the experimental data in
the entire voltage-bias range.
We obtain further experimental evidence

that the zero-energy states are delocalized
at wire ends by investigating Coulomb block-
ade conductance peaks in full-shell wire
islands of various lengths. In the zeroth lobe,
Coulomb blockade peaks show 2e spacing;
in the first lobe, peak spacings are roughly
1e-periodic, with slight even-odd alterna-
tion that vanishes exponentially with island
length, consistent with overlapping Majo-
rana modes at the two ends of the Coulomb
island. The exponential dependence on length,
as well as incompatibility with a power-law
dependence, provides compelling evidence
that MZMs reside at the ends of the hybrid
islands.

CONCLUSION: While being of similar sim-
plicity and practical feasibility as the orig-
inal nanowire proposals with a partial shell
coverage, full-shell nanowires provide sev-
eral key advantages. The modest magnetic
field requirements, protection of the semi-
conducting core from surface defects, and
locked phase winding in discrete lobes to-
gether suggest a relatively easy route to creat-
ing and controlling MZMs in hybrid materials.
Our findings open the possibility of studying
an interplay of mesoscopic and topological
physics in this system.▪

RESEARCH

Vaitiekėnas et al., Science 367, 1442 (2020) 27 March 2020 1 of 1

The list of author affiliations is available in the full article online.
*Corresponding author. Email: rolutchy@microsoft.com (R.M.L.);
chmarcus@microsoft.com (C.M.M.)
Cite this article as S. Vaitiekėnas et al., Science 367,
eaav3392 (2020). DOI: 10.1126/science.aav3392

Majorana fingerprints in full-shell nanowires. (A) Colorized electron micrograph of a tunneling device
composed of a hybrid nanowire with hexagonal semiconducting core and full superconducting shell.
(B) Tunneling conductance (color) into the core as a function of applied flux (horizontal axis) and
source-drain voltage (vertical axis) reveals a hard induced superconducting gap near zero applied flux
and a gapped region with a discrete zero-energy state around one applied flux quantum, F0. (C) Realistic
transport simulations in the presence of MZMs reproduce key features of the experimental data.
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FIG. 2. Temperature versus flux superconducting-
normal phase diagrams. (a) Shell resistance, RS, mea-
sured for wire A with shell thickness tS = 7 nm as a function
of axial magnetic field, Bk, and temperature, T . The super-
conducting transition temperature of the shell is periodically
modulated by Bk. The sample is superconducting for temper-
atures below 1 K throughout the whole measured Bk range.
The dashed theory curve is Eq. 1 evaluated with ↵k from
Eq. 2 and the corresponding fit parameters measured for the
wire A. (b) Same as (a), but measured for wire B with shell
thickness around tS = 25 nm, showing the destructive regimes
around ±�0/2 and ±3�0/2 of the applied flux quantum.

field, B?. Bridging the two limit cases we find a phase
with an anomalous resistance saturating at low temper-
atures to a finite value that can be tuned with B?. We
interpret these experimental observations as a signature
of the wire tunneling between two adjacent fluxoid states
described by di↵erent phase winding numbers.

The measured nanowires consist of hexagonal InAs
cores grown using molecular beam epitaxy (MBE) fol-
lowed by Al coating while rotating the sample, resulting
in full-shell [24], see Fig. 1(a). The devices were fab-
ricated using standard electron-beam lithography tech-
niques and can be operated in two di↵erent setups
[Fig. 1(b)]: Four Au ohmic contacts to the Al shell allow
resistance measurements; An additional tunneling con-
tact to the InAs core at the end of the wire serves as
a probe for local density of states and is discussed in
detail elsewhere [25]. We investigate wires from three
growth batches, denoted A to C, each with di↵erent core
diameter, dC, and shell thickness, tS (see Supplementary
Methods for details). Transport measurements were car-
ried out in a dilution refrigerator with a three-axis vector
magnet and base temperature of 20 mK.

Due to the band bending, the charge carrier density in
the semiconducting core is located at the interface and is
much lower than in the metallic shell [26, 27]. As a result,
the current is predominantly carried by the shell and the

FIG. 3. Current and flux driven phase transition. (a)
Shell resistance, RS, measured for wire A with shell thickness
tS = 7 nm as a function of axial magnetic field, Bk, and
current bias, IS. Both switching and re-trapping currents are
periodically modulated by Bk up to Bk,C = 2.3 T, whereafter
the supercurrent is suppressed. The dashed theory curve is
Eq. 3 evaluated with ↵k from Eq. 2 and the corresponding
fit parameters measured for wire A. (b) Same as (a), but
measured for wire B with shell thickness around tS = 25 nm.

nanowire can be considered as a hollow cylinder. Ap-
plying an axial magnetic field threads a flux through the
cylinder. The induced circulating supercurrents prolifer-
ate Cooper-pair splitting, which can be described by a
pair-breaking parameter ↵. The reduced transition tem-
perature TC(↵) is given by [20, 23]

ln

✓
TC(↵)

TC0

◆
=  

✓
1

2

◆
� 

✓
1

2
+

↵

2⇡TC(↵)

◆
(1)

with the digamma function  . For a cylinder in parallel
magnetic field, Bk, with finite wall thickness, the pair-
breaking parameter is

↵k =
4 ⇠S2TC0

AF

"✓
n� �

�0

◆2

+
tS2

dF2

✓
�2

�0
2
+

n2

3

◆#
(2)

where ⇠S is the dirty-limit, zero-field superconducting co-
herence length, AF is the full cross-sectional area of the
cylinder, n is an integer number corresponding to the
fluxoid quantum number, � = BkAM is the applied flux
(axial magnetic field component times mean shell cross-
sectional area) and dF is the full diameter of the cylinder
[Fig. 1(a)]. Note that all fit parameters can either be
measured from the micrograph of the device or deduced
from independent transport measurements (see Supple-
mentary Methods for details).
Di↵erential shell resistance, RS = dVS/dIS, measured

for wires A and B is shown in Fig. 2 as a function of
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normal phase diagrams. (a) Shell resistance, RS, mea-
sured for wire A with shell thickness tS = 7 nm as a function
of axial magnetic field, Bk, and temperature, T . The super-
conducting transition temperature of the shell is periodically
modulated by Bk. The sample is superconducting for temper-
atures below 1 K throughout the whole measured Bk range.
The dashed theory curve is Eq. 1 evaluated with ↵k from
Eq. 2 and the corresponding fit parameters measured for the
wire A. (b) Same as (a), but measured for wire B with shell
thickness around tS = 25 nm, showing the destructive regimes
around ±�0/2 and ±3�0/2 of the applied flux quantum.

field, B?. Bridging the two limit cases we find a phase
with an anomalous resistance saturating at low temper-
atures to a finite value that can be tuned with B?. We
interpret these experimental observations as a signature
of the wire tunneling between two adjacent fluxoid states
described by di↵erent phase winding numbers.

The measured nanowires consist of hexagonal InAs
cores grown using molecular beam epitaxy (MBE) fol-
lowed by Al coating while rotating the sample, resulting
in full-shell [24], see Fig. 1(a). The devices were fab-
ricated using standard electron-beam lithography tech-
niques and can be operated in two di↵erent setups
[Fig. 1(b)]: Four Au ohmic contacts to the Al shell allow
resistance measurements; An additional tunneling con-
tact to the InAs core at the end of the wire serves as
a probe for local density of states and is discussed in
detail elsewhere [25]. We investigate wires from three
growth batches, denoted A to C, each with di↵erent core
diameter, dC, and shell thickness, tS (see Supplementary
Methods for details). Transport measurements were car-
ried out in a dilution refrigerator with a three-axis vector
magnet and base temperature of 20 mK.

Due to the band bending, the charge carrier density in
the semiconducting core is located at the interface and is
much lower than in the metallic shell [26, 27]. As a result,
the current is predominantly carried by the shell and the

FIG. 3. Current and flux driven phase transition. (a)
Shell resistance, RS, measured for wire A with shell thickness
tS = 7 nm as a function of axial magnetic field, Bk, and
current bias, IS. Both switching and re-trapping currents are
periodically modulated by Bk up to Bk,C = 2.3 T, whereafter
the supercurrent is suppressed. The dashed theory curve is
Eq. 3 evaluated with ↵k from Eq. 2 and the corresponding
fit parameters measured for wire A. (b) Same as (a), but
measured for wire B with shell thickness around tS = 25 nm.

nanowire can be considered as a hollow cylinder. Ap-
plying an axial magnetic field threads a flux through the
cylinder. The induced circulating supercurrents prolifer-
ate Cooper-pair splitting, which can be described by a
pair-breaking parameter ↵. The reduced transition tem-
perature TC(↵) is given by [20, 23]
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where ⇠S is the dirty-limit, zero-field superconducting co-
herence length, AF is the full cross-sectional area of the
cylinder, n is an integer number corresponding to the
fluxoid quantum number, � = BkAM is the applied flux
(axial magnetic field component times mean shell cross-
sectional area) and dF is the full diameter of the cylinder
[Fig. 1(a)]. Note that all fit parameters can either be
measured from the micrograph of the device or deduced
from independent transport measurements (see Supple-
mentary Methods for details).
Di↵erential shell resistance, RS = dVS/dIS, measured

for wires A and B is shown in Fig. 2 as a function of

3

Bk and temperature, T . Both wires have similar core
diameters dC ⇠ 135 nm, but di↵erent tS. As a result, the
applied flux modulates TC of each wire with a remarkably
di↵erent amplitude. For the wire A with tS = 7 nm, TC

oscillates with an amplitude of ⇠ 0.4 K with no clear
envelope reduction even above Bk = 0.4 T. Throughout
the measured range TC remains finite. For wire A the
inferred coherence length ⇠S = 70 nm is shorter than
its dC (see Supplementary Methods for details). Wire B
with tS = 25 nm, on the other hand, has a longer ⇠S =
180 nm exceeding its dC and shows destructive regime
at both ±�0/2 and ±3�0/2, where RS stays fixed to RN

down to the base temperature. No superconductivity is
observed in wire B above the second destructive regime.

The absence and presence of the destructive regime in
wires A and B are consistent with the criterion of the
superconducting coherence length exceeding the sample
diameter [4]. The dashed theory curves in Fig. 2 are
Eq. 1 computed with ↵k from Eq. 2 and the correspond-
ing wire parameters. Independently measured supercon-
ducting energy gaps �0 (see Supplementary Fig. S1) are
in accord with 1.76kBTC0 as expected from the BCS the-
ory [1]. The observed increase of TC with decreasing tS
is consistent with enhanced energy gaps for thin Al films
[28].

Similar to the flux induced supercurrent, a dc-current
bias, IS, can also drive the shell normal. The correspond-
ing critical current value, IC, depends on ↵ and is related
to TC(↵) from Eq. 1 by [29]

IC(↵) = IC0

✓
TC(↵)

TC0

◆3/2

(3)

where IC0 is the zero-field critical current.
Base-temperature IS–Bk phase diagrams measured for

wires A and B are shown in Fig. 3. The data are taken
by sweeping the bias from negative to positive IS and
include both re-trapping and switching currents, which
in general can be smaller, but are proportional to IC [1].
Similar to the transition temperature, the measured IC
is �0-periodic in flux for both wires as expected from
Eq. 3. For wire A, a bigger range of Bk [Fig. 3(a)] shows
that the thin shell remains non-destructive up to ⇠ 2 T,
corresponding to ⇠ 13�0, then enters the destructive
regime twice around 14�0 and finally turns fully nor-
mal due to the paramagnetic Pauli pair-breaking around
Bk,C = 2.3 T. The dashed theory curves in both panels
are described by Eq. 3 computed with ↵k from Eq. 2 and
fit all the superconducting lobes well for both thin and
thick shell wires. The hysteretic current-bias character-
istics arise presumably due to a specular scattering at
the disordered interface between the normal lead and the
superconducting shell.

The data in Fig. 3(a) demonstrate that Bk not only
modulates the flux threading the wire, but also enhances
⇠S. At su�ciently high field, ⇠S exceeds the dC of the
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FIG. 4. Non-destructive wire in perpendicular field.
(a) Base-temperature shell resistance, RS, measured for wire
C as a function of current bias, IS, and parallel magnetic field,
Bk, at zero perpendicular magnetic field, B? = 0. Approx-
imately equal switching and re-trapping currents, which are
proportional to the critical current, indicate nearly dissipa-
tionless supercurrent injection. The wire is non-destructive
throughout the whole measured Bk range. (b) Same as (a),
but at B? = 12 mT. Around half-flux quantum and zero-
current bias, an anomalous phase develops with a finite, but
smaller than normal state resistance. (c) Same as (a), but
measured at B? = 13 mT. Around the half-flux quantum RS

remains at normal state value event at IS = 0. The theory
curves in (a)-(c) are Eq. 3 evaluated with ↵ = ↵k + ↵?. (d)
Critical current evolution as a function of B? measured at
Bk = 0. The theory curve in (d) is Eq. 3 computed with ↵?.

sample and drives it into the destructive regime. Simi-
larly, the coherence length can be tuned independent of
the flux by invoking B?. The pair-breaking parameter
for a wire in B? is given by [3]

↵? =
4 ⇠S2TC0

A

�?
2

�0
2

(4)

with �? = B?A.
To study the e↵ect of B? on the Little-Parks oscil-

lations we devised wire C with dC = 240 nm and

4

FIG. 5. Anomalous phase. (a) Di↵erential shell resistance, RS, measured for wire C at B? = 4 mT as a function of
temperature, T , and parallel magnetic field, Bk. For small B? the sample displays a non-destructive T–Bk phase diagram. (b)
Same as (a), but measured at B? = 11 mT. Around ±�0/2 an anomalous-resistance phase develops at low T . (c) Same as (a),
but measured at B? = 13 mT. The shell resistance increases to the normal state value as the applied flux passes ±�0/2, even at
the base temperature. Note that RS is finite for all temperatures above the mean-field theory predicted TC. The theory curves
in (a)-(c) are Eq. 1 numerically solved for TC(↵k + ↵?). (d) Half-flux quantum RS as a function of T measured at di↵erent
B? values. Close to B? = 0, as the temperature is lowered, the sample displays a conventional normal-superconducting phase
transition. Around B? = 5 mT the shell resistance at low T saturates to a finite, B?-dependent value. Above B? = 13 mT the
shell resistance does not decrease below the normal state resistance. (e) Base-temperature RS as a function of B? measured at
di↵erent Bk or � values. The resistance increases with B? in a step-like manner with the step feature mostly pronounced at
around ��0/2 of the applied flux. Inset: RS as a function of B? and Bk. The theory curve was computed using Eq. 1, where
a critical B? was found for each Bk, above which TC vanishes.

tS = 40 nm. The larger diameter reduces the field value
Bk = �0/A and the thicker shell ensures a long ⇠S ,
such that initially the wire is nearly destructive. The
transition of the wire C from being non-destructive at
B? = 0 to destructive at B? = 13 mT is depicted by
IS–Bk phase diagrams in Fig. 3(a)-(c). The dashed the-
ory curves are Eq. 3, where TC(↵k + ↵?) at a fixed B?
was computed by evaluating Eq. 1 with ↵ = ↵k + ↵?,
similar as in Ref. [30]. At zero-flux, IC decays with B?
in a conventional parabolic manner and vanishes above
B?,C = 16 mT, see Fig. 3(d). The corresponding the-
ory curve is Eq. 3 computed with ↵?. Non-hysteretic IS
characteristics indicate a good contact quality and close
to dissipationless injection of the current into the shell.

At B? = 12 mT, before the wire C becomes de-
structive, it displays a resistive state around ±�0/2 and
IS = 0, with RS smaller than RN, see Fig. 4(b). Accord-
ing to the mean-field theory, the sample at T = 0 should
either be superconducting or normal. Therefore it is in-

formative to look at the temperature dependence of the
anomalous resistance. For fields up to ⇠ 4 mT wire C dis-
plays a non-destructive T–Bk phase diagram [Fig. 5(a)],
similar to the one from wire A. As B? is increased, the
overall TC decreases and the anomalous phase starts to
develop at low temperatures, see Fig. 5(b). At fields
above B? = 13 mT, RS at ±�0/2 does not decrease be-
low the normal state value down to the lowest measured
temperature [Fig. 5(c)], similar as observed in wire B.
Temperature dependence of RS around ��0/2 measured
at di↵erent B? values is illustrated in Fig. 5(d). It is
apparent that RS at low T saturates to a B?-dependent
value that can be tuned through two orders of magni-
tude. In contrast, a RS-T trace taken close to the second
destructive regime (B? = 12 mT and Bk = 55 mT) dis-
plays temperature dependence down to the base temper-
ature, see Supplementary Fig. S2. Qualitatively similar
anomalous RS saturation was also observed for di↵erent
Bk values at a fixed B?, see Supplementary Fig. S3. At

pair-breaking term

PHYSICAL REVIEW B 101, 060507(R) (2020)
Rapid Communications

Anomalous metallic phase in tunable destructive superconductors
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Multiply connected superconductors smaller than the coherence length show destructive superconductivity,
characterized by reentrant quantum phase transitions driven by magnetic flux. We investigate the dependence of
destructive superconductivity on flux, transverse magnetic field, temperature, and current in InAs nanowires with
a surrounding epitaxial Al shell, finding excellent agreement with mean-field theory across multiple reentrant
transitions. Near the crossover between destructive and nondestructive regimes, an anomalous metal phase is
observed with temperature-independent resistance, controlled over two orders of magnitude by a millitesla-scale
transverse magnetic field.
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Quantum phase transitions [1,2] in conventional super-
conductors serve as prototypes for related effects in more
complex, strongly correlated systems [3], including heavy-
fermion materials [4] and high-temperature superconduc-
tors [5]. While low-temperature superconductors are well
understood in bulk, new phenomena can arise in mesoscopic
samples and reduced dimensionality [6,7]. For instance, in
two-dimensional films, electrons theoretically condense into
either a superconductor or insulator in the low-temperature
limit [8]. Yet, in many instances, an anomalous metallic
state with temperature-independent resistance is found at low
temperatures [9]. In one-dimensional wires, incoherent phase
slips can destroy superconductivity [10] or give rise to an
anomalous metallic state [11], while coherent quantum phase
slips can lead to superposition of quantum states enclosing
different numbers of flux quanta [12], potentially useful as a
qubit [13].

Multiply connected superconductors provide an even
richer platform for investigating phase transitions. Fluxoid
quantization in units of !0 = h/2e [14,15], reveals not only
electron pairing but a complex macroscopic order parameter,
"eiϕ [6,16]. The same physical mechanism underlies the
Little-Parks effect, a periodic modulation of the transition
temperature, TC, of a superconducting cylinder with magnetic
flux period !0 [17]. For hollow superconducting cylinders
with diameter, d , smaller than the coherence length, the modu-
lation amplitude can exceed zero-field transition temperature,
TC0, leading to a reentrant destruction of superconductivity
near odd half-integer multiples of !0 [18–20].

Early experimental investigation of the destructive Little-
Parks effect reported reentrant superconductivity inter-
rupted by an anomalous-resistance phase around applied
flux !0/2 [21]. Subsequent experiments showed a low-
temperature phase with normal-state resistance, RN, around
!0/2, but did not display fully recovered superconductivity at
higher flux [22]. Several theoretical models were proposed to
interpret these different scenarios [23–25], but no consensus
emerged.

Here, we report a study of the Little-Parks effect across the
transition from destructive to nondestructive regimes, in InAs
nanowires with a thin epitaxial cylindrical Al shell. Remark-
able agreement with Ginzburg-Landau mean-field theory is
observed across multiple reentrant lobes as a function of flux,
temperature, and current bias, using independently measured
material and device parameters. We then investigate a field-
tunable crossover from nondestructive to destructive regime.
At the boundary, an anomalous metal phase is identified, char-
acterized by a temperature-independent resistance that can be
tuned over two orders of magnitude using small changes in
perpendicular magnetic field, B⊥. We interpret these results
in terms of tunneling between adjacent fluxoid states with
different phase winding numbers giving rise to an anomalous
metallic phase. As noted previously [24], the appearance of
a field-tunable temperature-independent resistance does not
emerge naturally from simple models. The basic mecha-
nism leading to a field-tunable saturating resistance remains
mysterious.

The devices we investigated were made using InAs
nanowire grown by the vapor-liquid-solid method using
molecular beam epitaxy (MBE). Following wire growth, an
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FIG. 1. (a) Colorized material-sensitive scanning electron mi-
crograph of InAs-Al hybrid nanowire cross section. The full wire
diameter dF, core diameter dC, and shell thickness tS are indicated
by dashed arrows. (b) Representative color-enhanced micrograph
of a device (wire B) consisting of an InAs core (green) with Al
shell (gray), contacted with Ti/Au leads (yellow). The device can
be operated in voltage (V ) and current (IS) bias measurement setups.
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Flux-induced Majorana modes in full-shell nanowires

S. Vaitiekėnas,1 M.-T. Deng,1 P. Krogstrup,1 and C. M. Marcus1

1Center for Quantum Devices and Microsoft Quantum Lab–Copenhagen,
Niels Bohr Institute, University of Copenhagen, 2100 Copenhagen, Denmark

(Dated: September 14, 2018)

We demonstrate a novel means of creating Majorana zero modes using magnetic flux applied to a
full superconducting shell surrounding a semiconducting nanowire core, unifying approaches based
on proximitized nanowires and vortices in topological superconductors. In the destructive Little-
Parks regime, reentrant regions of superconductivity are associated with integer number of phase
windings in the shell. Tunneling into the core reveals a hard induced gap near zero applied flux,
corresponding to zero phase winding, and a gapped region with a discrete zero-energy state for flux
around �0 = h/2e, corresponding to 2⇡ phase winding. Coulomb peak spacing in full-shell islands
around one applied flux shows exponentially decreasing deviation from 1e periodicity with device
length, consistent with the picture of Majorana modes located at the ends of the wire.

Majorana zero modes (MZMs) at the ends of one-
dimensional topological superconductors are expected
to exhibit braiding statistics [1, 2], opening a path to-
ward topologically protected quantum computing [3, 4].
Among the proposals to realize MZMs, one approach
[5, 6] based on semiconductor nanowires with strong spin-
orbit coupling subject to a Zeeman field and supercon-
ducting proximity e↵ect has received particular atten-
tion, yielding numerous compelling experimental signa-
tures [7–11]. An alternative route to MZMs aims to
create vortices in spinless superconductors, by various
means, for instance by coupling a vortex in a conventional
superconductor to a topological insulator [12, 13], using
doped topological insulators [14, 15], or using vortices in
exotic quantum Hall analogs of spinless superconductors
[16].

The approach demonstrated in this paper, based on
superconducting phase winding in an Al shell surround-
ing an InAs nanowire core, contains elements of both
the Lutchyn-Oreg scheme [5, 6] and vortex-based schemes
[12] for creating MZMs. In the destructive Little-Parks
regime [17, 18], the modulation of critical current and
temperature with flux applied along the hybrid nanowire
results in reentrant superconductivity [19, 20] where each
region is associated with a quantized number of twists of
the superconducting phase [21]. The result is a series of
topologically locked boundary conditions for the proxim-
ity e↵ect of the core, where the number of phase twists in
the Al shell corresponds to the number of phase vortices
in the nanowire core [22].

We observe that tunneling into the core in the zeroth
superconducting lobe, around zero flux, yields a hard
proximity-induced gap with no subgap features. In the
superconducting regions around one quantum of applied
flux, corresponding to phase twists of ±2⇡ in the shell,
tunneling spectra into the core shows stable zero-bias
peaks, indicating a discrete subgap state fixed at zero en-
ergy, consistent with the Majorana picture. Further sup-
port for this interpretation, based on full-shell Coulomb
islands, is then presented. We find that in the zeroth

lobe, Coulomb blockade conductance peaks show 2e spac-
ing, indicating Cooper-pair tunneling and an induced gap
exceeding the island charging energy. In the first lobe,
peak spacings are roughly 1e-periodic, with slight even-
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FIG. 1. Destructive Little-Parks regime in full-shell
nanowire. (A) Colorized material-sensitive electron micro-
graph of InAs-Al hybrid nanowire. Hexagonal InAs core
(maximum diameter 130 nm) with 30 nm full-shell epitax-
ial Al. (B) Micrograph of device 1, colorized to highlight
4-probe measurement setup. (C) Di↵erential resistance of
the Al shell, Rs, as a function of current bias, Is, and axial
magnetic field, B, measured at 20 mK. Top axis shows flux,
BAwire, in units of the flux quantum �0 = h/2e. Supercon-
ducting lobes are separated by destructive regions near odd
half-integer flux quanta. (D) Temperature evolution of Rs as
a function of B measured around Is = 0. Note that Rs equals
the normal-state resistance in all destructive regimes.
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We demonstrate a novel means of creating Majorana zero modes using magnetic flux applied to a
full superconducting shell surrounding a semiconducting nanowire core, unifying approaches based
on proximitized nanowires and vortices in topological superconductors. In the destructive Little-
Parks regime, reentrant regions of superconductivity are associated with integer number of phase
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around one applied flux shows exponentially decreasing deviation from 1e periodicity with device
length, consistent with the picture of Majorana modes located at the ends of the wire.

Majorana zero modes (MZMs) at the ends of one-
dimensional topological superconductors are expected
to exhibit braiding statistics [1, 2], opening a path to-
ward topologically protected quantum computing [3, 4].
Among the proposals to realize MZMs, one approach
[5, 6] based on semiconductor nanowires with strong spin-
orbit coupling subject to a Zeeman field and supercon-
ducting proximity e↵ect has received particular atten-
tion, yielding numerous compelling experimental signa-
tures [7–11]. An alternative route to MZMs aims to
create vortices in spinless superconductors, by various
means, for instance by coupling a vortex in a conventional
superconductor to a topological insulator [12, 13], using
doped topological insulators [14, 15], or using vortices in
exotic quantum Hall analogs of spinless superconductors
[16].

The approach demonstrated in this paper, based on
superconducting phase winding in an Al shell surround-
ing an InAs nanowire core, contains elements of both
the Lutchyn-Oreg scheme [5, 6] and vortex-based schemes
[12] for creating MZMs. In the destructive Little-Parks
regime [17, 18], the modulation of critical current and
temperature with flux applied along the hybrid nanowire
results in reentrant superconductivity [19, 20] where each
region is associated with a quantized number of twists of
the superconducting phase [21]. The result is a series of
topologically locked boundary conditions for the proxim-
ity e↵ect of the core, where the number of phase twists in
the Al shell corresponds to the number of phase vortices
in the nanowire core [22].

We observe that tunneling into the core in the zeroth
superconducting lobe, around zero flux, yields a hard
proximity-induced gap with no subgap features. In the
superconducting regions around one quantum of applied
flux, corresponding to phase twists of ±2⇡ in the shell,
tunneling spectra into the core shows stable zero-bias
peaks, indicating a discrete subgap state fixed at zero en-
ergy, consistent with the Majorana picture. Further sup-
port for this interpretation, based on full-shell Coulomb
islands, is then presented. We find that in the zeroth

lobe, Coulomb blockade conductance peaks show 2e spac-
ing, indicating Cooper-pair tunneling and an induced gap
exceeding the island charging energy. In the first lobe,
peak spacings are roughly 1e-periodic, with slight even-
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FIG. 1. Destructive Little-Parks regime in full-shell
nanowire. (A) Colorized material-sensitive electron micro-
graph of InAs-Al hybrid nanowire. Hexagonal InAs core
(maximum diameter 130 nm) with 30 nm full-shell epitax-
ial Al. (B) Micrograph of device 1, colorized to highlight
4-probe measurement setup. (C) Di↵erential resistance of
the Al shell, Rs, as a function of current bias, Is, and axial
magnetic field, B, measured at 20 mK. Top axis shows flux,
BAwire, in units of the flux quantum �0 = h/2e. Supercon-
ducting lobes are separated by destructive regions near odd
half-integer flux quanta. (D) Temperature evolution of Rs as
a function of B measured around Is = 0. Note that Rs equals
the normal-state resistance in all destructive regimes.



Spectroscopy of InAs nanowire with fluxoid-quantized boundary2

odd alternation that vanishes exponentially with island
length, suggesting overlapping Majorana modes at the
two ends of the Coulomb island, as investigated previ-
ously [8, 23]. These experimental observations are con-
sistent with the recent theory [24] showing that a ra-
dial Rashba field arising from the band bending at the
semiconductor-superconductor interface [25, 26], along
with an odd multiple of 2⇡ phase twists in the boundary
condition, can induce a topological state with MZMs.

Phase winding in the full-shell geometry represents
the continuum limit of discrete boundaries with di↵ering
phases. Phase control of Andreev bound states was inves-
tigated experimentally for two superconductors as a func-
tion of phase di↵erence in Refs. [27–29]. In the context
of topological states, Altland and Zirnbauer considered
two superconducting boundaries with phase di↵erence of
⇡ in their original study of symmetry classes of Andreev
billiards [30]. Phase di↵erence between superconduct-
ing boundaries was shown theoretically to influence the
topological transition and the appearance of MZMs in
planar Josephson junctions [31, 32] as well as nanowire
models [33–35]. Control of topological states by multiple
phase di↵erences was investigated in Refs. [36, 37]. A
unique feature of the continuous superconducting shell
is the rigidity of phase winding by fluxoid quantization
[21]. In this case, a topologically constrained boundary
condition locks the topological phase within.

InAs nanowires with wurtzite crystal structure were
grown along the [0001] direction by the vapor-liquid-
solid method using molecular beam epitaxy (MBE). The
nanowires have a hexagonal cross section with maximum
diameter D = 130 nm. A 30 nm epitaxial Al layer was
grown while rotating the sample, yielding a fully enclos-
ing shell (Fig. 1A) [38]. Wires were placed on a doped Si
substrate capped with thermal oxide. The Al shell was
lithographically patterned and selectively etched. Ti/Au
ohmic contacts were patterned and deposited following
Ar-ion milling. For some devices, Ti/Au side gates were
patterned in a subsequent lithographic step (Fig. 3A).
Standard ac lock-in measurements were carried out in a
dilution refrigerator with a base temperature of 20 mK.
Magnetic field was applied parallel to the nanowire using
three-axis vector magnet. Two device geometries, mea-
sured in three devices each, showed similar results. Data
from two devices are presented: device 1 was used for 4-
probe measurements of the shell (Fig. 1B) and tunneling
spectroscopy of the core (Fig. 2A); device 2 comprised
six Coulomb islands of di↵erent lengths fabricated on a
single nanowire, each with separate ohmic contacts, two
side gates to trim tunnel barriers, and a plunger gate to
change occupancy (Fig. 3A).

Di↵erential resistance of the shell, Rs = dVs/dIs, mea-
sured for device 1 as a function of bias current, Is, and
axial magnetic field, B, showed a lobe pattern character-
istic of the destructive regime (Fig. 1C) with maximum
switching current of 70 µA at B = 0, the center of the
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FIG. 2. Tunneling spectrum: hard gap in the zeroth
lobe, zero-bias peak in the first lobe. (A) Micrograph
of device 1 colorized to highlight tunneling spectroscopy set-
up. (B) Di↵erential conductance, dI/dV , as a function of
source-drain bias voltage, V , and axial field, B. The zeroth
lobe shows a hard superconducting gap, the first lobes show
zero-bias peak, the second lobes show non-zero subgap states.
The lobes are separated by featureless normal-state spectra.
(C) Zero-field conductance as a function of V and back-gate
voltage, VBG. (D) Line-cut of the conductance taken at B = 0
and VBG = �1.05 V. (E and F) Similar to (C) and (D),
measured in the first lobe at B = 110 mT.

zeroth lobe. Between the zeroth and first lobes, super-
current vanished at |B| = 45 mT, re-emerged at 70 mT,
and had a maximum near the center of the first lobe, at
|B| = 110 mT. A second lobe with smaller critical current
was also observed, but no third lobe.

Temperature dependence of Rs around zero bias
yielded a reentrant phase diagram with supercon-
ducting regions separated by destructive regions with

temperature-independent normal-state resistance R(N)

s =

1.3 ⌦ (Fig. 1D). R(N)

s and shell dimensions from Fig. 1A
yield a Drude mean free path of l = 19 nm. The dirty-
limit shell coherence length ⇠S =

p
⇡~vFl/24kBTC [21, 41]

can then be found using the zero-field critical tempera-
ture TC = 1.2 K from Fig. 1D and Fermi velocity of
Al, vF = 2 ⇥ 106 m/s [42], with Planck constant ~ and
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odd alternation that vanishes exponentially with island
length, suggesting overlapping Majorana modes at the
two ends of the Coulomb island, as investigated previ-
ously [8, 23]. These experimental observations are con-
sistent with the recent theory [24] showing that a ra-
dial Rashba field arising from the band bending at the
semiconductor-superconductor interface [25, 26], along
with an odd multiple of 2⇡ phase twists in the boundary
condition, can induce a topological state with MZMs.

Phase winding in the full-shell geometry represents
the continuum limit of discrete boundaries with di↵ering
phases. Phase control of Andreev bound states was inves-
tigated experimentally for two superconductors as a func-
tion of phase di↵erence in Refs. [27–29]. In the context
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nanowires have a hexagonal cross section with maximum
diameter D = 130 nm. A 30 nm epitaxial Al layer was
grown while rotating the sample, yielding a fully enclos-
ing shell (Fig. 1A) [38]. Wires were placed on a doped Si
substrate capped with thermal oxide. The Al shell was
lithographically patterned and selectively etched. Ti/Au
ohmic contacts were patterned and deposited following
Ar-ion milling. For some devices, Ti/Au side gates were
patterned in a subsequent lithographic step (Fig. 3A).
Standard ac lock-in measurements were carried out in a
dilution refrigerator with a base temperature of 20 mK.
Magnetic field was applied parallel to the nanowire using
three-axis vector magnet. Two device geometries, mea-
sured in three devices each, showed similar results. Data
from two devices are presented: device 1 was used for 4-
probe measurements of the shell (Fig. 1B) and tunneling
spectroscopy of the core (Fig. 2A); device 2 comprised
six Coulomb islands of di↵erent lengths fabricated on a
single nanowire, each with separate ohmic contacts, two
side gates to trim tunnel barriers, and a plunger gate to
change occupancy (Fig. 3A).

Di↵erential resistance of the shell, Rs = dVs/dIs, mea-
sured for device 1 as a function of bias current, Is, and
axial magnetic field, B, showed a lobe pattern character-
istic of the destructive regime (Fig. 1C) with maximum
switching current of 70 µA at B = 0, the center of the
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FIG. 2. Tunneling spectrum: hard gap in the zeroth
lobe, zero-bias peak in the first lobe. (A) Micrograph
of device 1 colorized to highlight tunneling spectroscopy set-
up. (B) Di↵erential conductance, dI/dV , as a function of
source-drain bias voltage, V , and axial field, B. The zeroth
lobe shows a hard superconducting gap, the first lobes show
zero-bias peak, the second lobes show non-zero subgap states.
The lobes are separated by featureless normal-state spectra.
(C) Zero-field conductance as a function of V and back-gate
voltage, VBG. (D) Line-cut of the conductance taken at B = 0
and VBG = �1.05 V. (E and F) Similar to (C) and (D),
measured in the first lobe at B = 110 mT.

zeroth lobe. Between the zeroth and first lobes, super-
current vanished at |B| = 45 mT, re-emerged at 70 mT,
and had a maximum near the center of the first lobe, at
|B| = 110 mT. A second lobe with smaller critical current
was also observed, but no third lobe.

Temperature dependence of Rs around zero bias
yielded a reentrant phase diagram with supercon-
ducting regions separated by destructive regions with

temperature-independent normal-state resistance R(N)

s =

1.3 ⌦ (Fig. 1D). R(N)

s and shell dimensions from Fig. 1A
yield a Drude mean free path of l = 19 nm. The dirty-
limit shell coherence length ⇠S =

p
⇡~vFl/24kBTC [21, 41]

can then be found using the zero-field critical tempera-
ture TC = 1.2 K from Fig. 1D and Fermi velocity of
Al, vF = 2 ⇥ 106 m/s [42], with Planck constant ~ and
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P. Krogstrup, R. M. Lutchyn*, C. M. Marcus*

INTRODUCTION:Majorana zero modes (MZMs)
localized at the ends of one-dimensional topo-
logical superconductors are promising candi-
dates for fault-tolerant quantum computing.
One approach among the proposals to realize
MZMs—based on semiconducting nanowires
with strong spin-orbit coupling subject to a
Zeeman field and superconducting proxim-
ity effect—has received considerable attention,
yielding increasingly compelling experimen-
tal results over the past few years. An alter-
native route to MZMs aims to create vortices
in topological superconductors, for instance,
by coupling a vortex in a conventional super-
conductor to a topological insulator.

RATIONALE: We intoduce a conceptually dis-
tinct approach to generatingMZMs by thread-
ingmagnetic flux through a superconducting
shell fully surrounding a spin-orbit–coupled
semiconducting nanowire core; this approach
contains elements of both the proximitized-
wire and vortex schemes. We show experi-
mentally and theoretically that thewinding of

the superconducting phase around the shell
induced by the applied flux gives rise toMZMs
at the ends of the wire. The topological phase
sets in at relatively low magnetic fields, is
controlled by moving from zero to one phase
twist around the superconducting shell, and
does not require a large g factor in the semi-
conductor, which broadens the landscape of
candidate materials.

RESULTS: In the destructive Little-Parks re-
gime, the modulation of critical temperature
with flux applied along the hybrid nanowire
results in a sequence of lobes with reentrant
superconductivity. Each lobe is associated with
a quantized number of twists of the super-
conducting phase in the shell, determined
by the external field. The result is a series of
topologically locked boundary conditions for
the proximity effect in the semiconducting
core, with a dramatic effect on the subgap den-
sity of states.
Tunneling into the core in the zeroth super-

conducting lobe, around zero flux, we mea-

sure a hard proximity-induced gap with no
subgap features. In the superconducting re-
gions around one quantum of applied flux,F0 =
h/2e, corresponding to phase twists of ±2p in
the shell, tunneling spectra into the core show
stable zero-bias peaks, indicating a discrete
subgap state fixed at zero energy.
Theoretically, we find that a Rashba field

arising from the breaking of local radial
inversion symmetry at the semiconductor-
superconductor interface, along with 2p-
phase twists in the boundary condition, can

induce a topological state
supporting MZMs. We
calculate the topological
phase diagram of the
system as a function of
Rashba spin-orbit cou-
pling, radius of the semi-
conducting core, and band

bending at the superconductor-semiconductor
interface. Our analysis shows that topolog-
ical superconductivity extends in a reason-
ably large portion of the parameter space.
Transport simulations of the tunneling con-
ductance in the presence of MZMs qualita-
tively reproduce the experimental data in
the entire voltage-bias range.
We obtain further experimental evidence

that the zero-energy states are delocalized
at wire ends by investigating Coulomb block-
ade conductance peaks in full-shell wire
islands of various lengths. In the zeroth lobe,
Coulomb blockade peaks show 2e spacing;
in the first lobe, peak spacings are roughly
1e-periodic, with slight even-odd alterna-
tion that vanishes exponentially with island
length, consistent with overlapping Majo-
rana modes at the two ends of the Coulomb
island. The exponential dependence on length,
as well as incompatibility with a power-law
dependence, provides compelling evidence
that MZMs reside at the ends of the hybrid
islands.

CONCLUSION: While being of similar sim-
plicity and practical feasibility as the orig-
inal nanowire proposals with a partial shell
coverage, full-shell nanowires provide sev-
eral key advantages. The modest magnetic
field requirements, protection of the semi-
conducting core from surface defects, and
locked phase winding in discrete lobes to-
gether suggest a relatively easy route to creat-
ing and controlling MZMs in hybrid materials.
Our findings open the possibility of studying
an interplay of mesoscopic and topological
physics in this system.▪
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Majorana fingerprints in full-shell nanowires. (A) Colorized electron micrograph of a tunneling device
composed of a hybrid nanowire with hexagonal semiconducting core and full superconducting shell.
(B) Tunneling conductance (color) into the core as a function of applied flux (horizontal axis) and
source-drain voltage (vertical axis) reveals a hard induced superconducting gap near zero applied flux
and a gapped region with a discrete zero-energy state around one applied flux quantum, F0. (C) Realistic
transport simulations in the presence of MZMs reproduce key features of the experimental data.
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Theory of the topological phase
4

potential, ~A = 1
2 (
~B ⇥ ~r), the e↵ective Hamiltonian for

the semiconducting core can be written as (henceforth
~ = 1)

H0 =
(~p+ eA''̂)2

2m⇤ � µ+ ↵ r̂ · [~� ⇥ (~p+ eA''̂)] . (2)

Here ~p is the electron momentum operator, e > 0 the
electric charge, m⇤ the e↵ective mass, µ is the chemical
potential, ↵ the strength of the Rashba spin-orbit cou-
pling, and finally �i are spin- 12 Pauli matrices. r̂, '̂ and
ẑ are the cylindrical unit vectors. For ease of presenta-
tion, we consider r-independent µ and ↵ in our model,
which may be viewed as averaged versions of the corre-
sponding r-dependent quantities. The vector potential
A' = �(r)/2⇡r, where �(r) = ⇡Br

2 is the flux thread-
ing the cross-section at radius r. For simplicity, we ne-
glect the Zeeman term due to the small magnetic fields
required in the experiment.

The superconducting shell (Al) induces superconduct-
ing correlations in the nanowire due to Andreev processes
at the semiconductor-superconductor interface. If the
tunnel coupling to the superconductor is weak, the in-
duced pairing in the nanowire can be expressed as a lo-
cal potential �(~r) (see Ref. [39]). In the Nambu basis
 = ( ", #, 

†
#,� 

†
"), the Bogoliubov-de-Gennes (BdG)

Hamiltonian for the proximitized nanowire is then given
by

HBdG =


H0( ~A) �(~r)
�⇤(~r) ��yH0(� ~A)⇤�y

�
. (3)

We assume that the thickness of the shell is smaller
than London penetration depth: R3 �R2 ⌧ �L. There-
fore, the magnetic flux threading the shell is not quan-
tized. However, the magnetic field induces a winding
of the superconducting phase of the order parameter
�(~r) = �(r)e�in' with ' the angular coordinate and
n 2 Z the winding number determined by the external
magnetic flux.

We notice the following rotational symmetry of the
BdG Hamiltonian: [Jz, HBdG] = 0 with Jz = �i@' +
1
2�z + 1

2n⌧z, where we introduced ⌧i matrices acting in
Nambu space. Eigenstates of HBdG can thus be labeled
by a conserved quantum number mJ :  mJ (r,', z) /
e
i(mJ� 1

2�z� 1
2n⌧z)' mJ (r, z). The wave function has to

be single-valued, which imposes the following constraint
on mJ :

mJ 2
(
Z n odd ,

Z+ 1
2 n even .

(4)

It is interesting to note that the particle-hole symmetry
relates states with opposite energy and angular quan-
tum number mJ , that is P E,mJ =  �E,�mJ with
P = ⌧y�yK, where K represents complex conjugation.
Thus, the mJ = 0 sector—allowed when the winding

0 1 2
pZR0

0 1 2
pZR0

0 1 2
pZR0

E/
Δ

-0.1
0

0.1

α/
α 0

0

1

2

C D E

10 2 3 4
μ/Δ

0 0.25 0.5
1-Φ(R2)/Φ0

2
1
0
-1
-2

m
J

R
2 /R

0

0.25

0.5

0.75

R1R2R3

r
φ

B

QEgap /Δ
0.50-0.5

QEgap /Δ
0.5 10-0.5

A B

FIG. 3. Topological phase diagram in hollow-cylinder
model. (A) Bulk energy gap, Eg, as a function of chem-
ical potential and spin-orbit coupling. The energy gap is
multiplied by the topological index Q = ±1, so that red re-
gions correspond to the gapped topological phase. The black
dashed line denotes the boundary of the topological phase
in the mJ = 0 sector, according to Eq. (11), while the blue
dashed lines denote the boundaries at which higher mJ sec-
tors become gapless [39]. Here �(R2)/�0 = 1

2 , R/R0 = 1
2 .

We define ↵0 =
p

�/2m and R0 = 1/
p
2m�. For reference,

using realistic parameters m⇤ = 0.026 me and � = 0.2 meV,
one obtains ↵0 ⇡ 17 meV·nm and R0 ⇡ 85 nm. The inset
shows a cross-section of a semiconducting nanowire (yellow)
with a full superconducting shell (blue), subject to a weak ax-
ial magnetic field B. The shaded yellow region with r < R1

indicates the possible presence of an insulating core in the
semiconductor. (B) Bulk energy gap at fixed µ/� = 2 and
↵/↵0 = 1, as indicated by a black marker in (A), as a function
of flux and R. (C-E) Band-structures at the points indicated
in (A), illustrating the closing and re-opening of the bulk gap
in the mJ = 0 sector.

number n is odd—is special as it allows non-degenerate
Majorana solutions at zero energy, as we show below.
The angular dependence of HBdG can be

eliminated via a unitary transformation U =
exp

⇥
�i

�
mJ� 1

2�z�
1
2n⌧z

�
'
⇤
, namely H̃BdG =

UHBdGU
† where

H̃BdG =

✓
p
2
z

2m⇤ +
p
2
r

2m⇤ � µ

◆
⌧z

+
1

2m⇤r2

✓
mJ � 1

2
�z �

1

2
n⌧z + eA'r⌧z

◆2

⌧z

� ↵

r
�z⌧z

✓
mJ � 1

2
�z �

1

2
n⌧z + eA'r⌧z

◆

+ ↵pz�y⌧z +�(r)⌧x.

(5)

Here p
2
r = � 1

r
@
@r r

@
@r and pz = �i

@
@z . Note that naively



RESEARCH ARTICLE SUMMARY
◥

TOPOLOGICAL MATTER

Flux-induced topological superconductivity in
full-shell nanowires
S. Vaitiekėnas, G. W. Winkler, B. van Heck, T. Karzig, M.-T. Deng, K. Flensberg, L. I. Glazman, C. Nayak,
P. Krogstrup, R. M. Lutchyn*, C. M. Marcus*

INTRODUCTION:Majorana zero modes (MZMs)
localized at the ends of one-dimensional topo-
logical superconductors are promising candi-
dates for fault-tolerant quantum computing.
One approach among the proposals to realize
MZMs—based on semiconducting nanowires
with strong spin-orbit coupling subject to a
Zeeman field and superconducting proxim-
ity effect—has received considerable attention,
yielding increasingly compelling experimen-
tal results over the past few years. An alter-
native route to MZMs aims to create vortices
in topological superconductors, for instance,
by coupling a vortex in a conventional super-
conductor to a topological insulator.

RATIONALE: We intoduce a conceptually dis-
tinct approach to generatingMZMs by thread-
ingmagnetic flux through a superconducting
shell fully surrounding a spin-orbit–coupled
semiconducting nanowire core; this approach
contains elements of both the proximitized-
wire and vortex schemes. We show experi-
mentally and theoretically that thewinding of

the superconducting phase around the shell
induced by the applied flux gives rise toMZMs
at the ends of the wire. The topological phase
sets in at relatively low magnetic fields, is
controlled by moving from zero to one phase
twist around the superconducting shell, and
does not require a large g factor in the semi-
conductor, which broadens the landscape of
candidate materials.

RESULTS: In the destructive Little-Parks re-
gime, the modulation of critical temperature
with flux applied along the hybrid nanowire
results in a sequence of lobes with reentrant
superconductivity. Each lobe is associated with
a quantized number of twists of the super-
conducting phase in the shell, determined
by the external field. The result is a series of
topologically locked boundary conditions for
the proximity effect in the semiconducting
core, with a dramatic effect on the subgap den-
sity of states.
Tunneling into the core in the zeroth super-

conducting lobe, around zero flux, we mea-

sure a hard proximity-induced gap with no
subgap features. In the superconducting re-
gions around one quantum of applied flux,F0 =
h/2e, corresponding to phase twists of ±2p in
the shell, tunneling spectra into the core show
stable zero-bias peaks, indicating a discrete
subgap state fixed at zero energy.
Theoretically, we find that a Rashba field

arising from the breaking of local radial
inversion symmetry at the semiconductor-
superconductor interface, along with 2p-
phase twists in the boundary condition, can

induce a topological state
supporting MZMs. We
calculate the topological
phase diagram of the
system as a function of
Rashba spin-orbit cou-
pling, radius of the semi-
conducting core, and band

bending at the superconductor-semiconductor
interface. Our analysis shows that topolog-
ical superconductivity extends in a reason-
ably large portion of the parameter space.
Transport simulations of the tunneling con-
ductance in the presence of MZMs qualita-
tively reproduce the experimental data in
the entire voltage-bias range.
We obtain further experimental evidence

that the zero-energy states are delocalized
at wire ends by investigating Coulomb block-
ade conductance peaks in full-shell wire
islands of various lengths. In the zeroth lobe,
Coulomb blockade peaks show 2e spacing;
in the first lobe, peak spacings are roughly
1e-periodic, with slight even-odd alterna-
tion that vanishes exponentially with island
length, consistent with overlapping Majo-
rana modes at the two ends of the Coulomb
island. The exponential dependence on length,
as well as incompatibility with a power-law
dependence, provides compelling evidence
that MZMs reside at the ends of the hybrid
islands.

CONCLUSION: While being of similar sim-
plicity and practical feasibility as the orig-
inal nanowire proposals with a partial shell
coverage, full-shell nanowires provide sev-
eral key advantages. The modest magnetic
field requirements, protection of the semi-
conducting core from surface defects, and
locked phase winding in discrete lobes to-
gether suggest a relatively easy route to creat-
ing and controlling MZMs in hybrid materials.
Our findings open the possibility of studying
an interplay of mesoscopic and topological
physics in this system.▪
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Majorana fingerprints in full-shell nanowires. (A) Colorized electron micrograph of a tunneling device
composed of a hybrid nanowire with hexagonal semiconducting core and full superconducting shell.
(B) Tunneling conductance (color) into the core as a function of applied flux (horizontal axis) and
source-drain voltage (vertical axis) reveals a hard induced superconducting gap near zero applied flux
and a gapped region with a discrete zero-energy state around one applied flux quantum, F0. (C) Realistic
transport simulations in the presence of MZMs reproduce key features of the experimental data.

ON OUR WEBSITE
◥

Read the full article
at http://dx.doi.
org/10.1126/
science.aav3392
..................................................

on April 20, 2020
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

2

100 nm

InAs

Al

Experiment

TheoryC

-Φ0 Φ00

B

1 μm

A

Majorana fingerprints in full-shell nanowires. (A) Colorized electron micrograph of a tunneling device com-
prised of a hybrid nanowire with hexagonal semiconducting core and full superconducting shell. (B) Tunneling
conductance (color) into the core as a function of applied flux (horizontal axis) and source-drain voltage (vertical
axis) reveals a hard induced superconducting gap near zero applied flux, and a gapped region with a discrete zero-
energy state around one applied flux quantum, �0. (C) Realistic transport simulations in the presence of Majorana
zero modes reproduce key features of the experimental data.

6

by calculating the topological index Q [2],

Q = sign
Y

mJ2Z

⇥
�2 + (CmJ � µmJ )

2 � (AmJ + VZ)
2
⇤
,

(12)

where Q = 1 and Q = �1 correspond to trivial and topo-
logical phases, respectively. Thus, the topological phase
supporting MZMs appears due to the change of Q in the
mJ = 0 sector. In Fig. 3 we show the topological phase
diagram and energy gap of the hollow cylinder model
determined by taking into account all mJ sectors.

The hollow cylinder model provides conceptual under-
standing for the existence of the topological phase in full
shell nanowires. The model, however, is limited to small
chemical potentials and a conserved angular momentum.
For a direct comparison with the experiment more real-
istic simulations extending to the regime with multiple
radial modes are needed.

REALISTIC SIMULATIONS

Recent advances in the modelling of semiconductor-
superconductor hybrid structures have led to more ac-
curate simulations of proximitized nanowires [34, 35, 46,
47]. Here, the essence of our approach is to integrate out
the superconductor into self-energy boundary conditions,
as discussed in [39]. This approximation allows for three-
dimensional (3D) simulations of proximitized nanowires,
including important e↵ects such as self-consistent elec-
trostatics and orbital magnetic field contribution [48].

We model a hexagonal InAs wire with 130 nm corner-
to-corner diameter coated by a 30 nm thick Al shell,
see Fig. 4A. The work function di↵erence between InAs
and Al leads to a band o↵set between the conduction
band of InAs and the Fermi level of Al resulting in an
electron accumulation layer close to the interface, see
Fig. 4, A and B. This band o↵set is on the order of 100
meV [34, 35, 47, 49]. Due to the accumulation layer,
there is an intrinsic electric field for the electrons, re-
sulting in Rashba spin-orbit coupling with the symmetry
axis in approximately radial direction [50, 51]. The mag-
nitude of ↵ has been experimentally determined to be in
the range of 0.02 to 0.08 eVnm [12].

Given the uncertainties, we calculate the topological
phase diagram as a function of band o↵set, U0, and the
Rashba spin-orbit coupling, ↵ [52]. The band o↵set con-
trols the number of subbands in the nanowire as well as
their population. For U0 < 40 meV the system is in
the single radial mode regime and the phase diagram ap-
pears qualitatively similar to the hollow-cylinder model,
see Fig. 4, C and D. Around 5 meV there is a gapped
topological phase which we identify with the mJ = 0 an-
gular sector, analog to the hollow-cylinder model. Specif-
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topological phases have very small gap. The vertical fea-
ture at U0 ⇠ 40 meV band o↵set in Fig. 4D corresponds
to a second radial subband with mJ = 0 crossing the
Fermi level.

For U0 > 40 meV the phase diagram becomes qualita-
tively di↵erent. Due to the increased number of bands
the di↵erent topological phases hybridize and merge into
extended topological regions [53, 54]. Furthermore, as
U0 increases the wave functions are pushed closer to the
superconductor leading to a stronger hybridization of the
wave functions with Al. In this region one finds extended
topological regions with sizable gaps which are a signifi-
cant fraction of the superconducting gap.

Mixing of di↵erent angular sectors, facilitated by the
broken cylindrical symmetry due to the hexagonal cross
section, lifts the restriction of gapped topological phases
to the mJ = 0 sector. In this context, we note that
when angular symmetry is broken (due to disorder in
superconductor or geometrical e↵ects) and mJ is not a
good quantum number, the topological superconducting
phase may also appear at even winding numbers (see [39]

5

one might expect spin-orbit coupling to average out; how-
ever, the non-trivial structure of mJ -eigenvectors yields
finite matrix elements proportional to the Rashba spin-
orbit coupling.

Assuming that the electrons in the core are localized
at the interface we set R1 ⇡ R2 (Fig. 3A). This approx-
imation is motivated by the fact that there is an accu-
mulation layer in certain semiconductor-superconductor
heterostructures such as InAs/Al, as explained below. In
this case the electrons in semiconductor e↵ectively form
a thin-wall hollow cylinder and one can consider only the
lowest-energy radial mode in Eq. (5). This allows for an
analytical solution of the model. The e↵ective Hamilto-
nian for the hollow-cylinder model reads
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Here, � ⌘ �(R2) and the parameters µmJ and VZ cor-
respond to the e↵ective chemical potential and Zeeman
energy. AmJ and CmJ represent the coupling of the gen-
eralized angular momentum Jz with magnetic field and
electron spin, respectively. They are defined as
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with � = n� �(R2)/�0.
Equations (7)-(10) allow to identify a topological phase

in the mJ = 0 sector of the first lobe where n = 1. In
this case, A0 = 0 and C0 = 0, and one can map Eq. (6)
to the Majorana nanowire model of Refs. [6, 7]. No-
tice that the e↵ective Zeeman term has an orbital ori-
gin here and is present even when the g factor in the
semiconductor is zero. Both µ0 and VZ can be tuned by
the magnetic flux �(R2), which may induce a topological
phase transition. In the hollow cylinder approximation
VZ = 0 when the core is penetrated by one flux quantum
(�(R2) = �0). This regime corresponds to the trivial
(s-wave) superconducting phase. However, a small devi-
ation of the magnetic flux can drive the system into the
topological superconducting phase [45]. Indeed, the Zee-
man and spin-orbit terms in Eq. (6) do not commute and
thus VZ opens a gap in the spectrum at pz = 0. At the
topological quantum phase transition between the two
phases, the gap in the mJ = 0 sector,
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FIG. 4. Modeling the electrostatic potential and topo-
logical phase diagram. (A) Schematic cross-section of the
wire superimposed with the simulated potential energy, U , in
the semiconductor for band o↵set U0 = 150meV. (B) Hori-
zontal cuts of the potential in the wire for di↵erent band o↵-
sets. (C) Topological phase diagram of the full-shell nanowire
in the first lobe at B = 0.124T as a function U0 and spin-
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closes. The resulting phase diagram is shown in Fig. 3,
where the gap closing at the topological transition is in-
dicated by black dashed lines. Close to the transition,
the quasiparticle spectrum in the mJ = 0 sector is given

by E(pz) =

r⇣
E

(0)
gap

⌘2
+ (vpz)2 with v = ↵�/

p
�2 + µ

2
0

and the corresponding topological coherence length ⇠T ⇠
v/E

(0)
gap.

A well-defined topological phase requires the quasipar-
ticle bulk gap to be finite for all values of mJ . Due to the
angular symmetry of Eq. (6), di↵erent mJ sectors do not
mix and, as a result, the condition for a finite gap in the
mJ 6= 0 sectors is �2+(CmJ �µmJ )

2
> (AmJ +VZ)2 [39].

In general, the topological phase diagram can be obtained
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Full-shell nanowires are hybrid nanostructures consisting of a semiconducting core encapsulated
in an epitaxial superconducting shell. When subject to an external magnetic flux, they exhibit
the Little-Parks (LP) phenomenon of flux-modulated superconductivity, an e↵ect connected to the
physics of Abrikosov vortex lines in type-II superconductors. We show that full-shell nanowires
can host subgap states that are a variant of the Caroli-de Gennes-Matricon (CdGM) states in
vortices. These CdGM analogs are in fact shell-induced Van Hove singularities in propagating
core subbands. We elucidate their structure, parameter dependence and behavior in tunneling
spectroscopy through a series of models of growing complexity. We show through microscopic
numerical simulations that they exhibit a characteristic skewness towards high magnetic fields inside
non-zero LP lobes resulting from the interplay of three ingredients. First, core subbands exhibit
a diamagnetic response, so that they disperse with flux depending on their generalized angular
momentum. Second, the band bending at the core/shell interface induces a ring-like profile on
the CdGM analog state wavefunctions with average radius smaller than the core radius. And last,
degeneracy points emerge where all the CdGM Van Hove singularities coalesce. This happens when
the flux threading each wavefunction is equal to an integer multiple of the flux quantum, a condition
that shifts the degeneracy points away from the center of the LP lobes, skewing the CdGM analogs.
Our analysis unlocks a transparent analytical description that allows to extract precise microscopic
information about the nanowire by measuring the energy and skewness of CdGM analogs.

I. INTRODUCTION

Full-shell nanowires comprised of semiconducting
nanowires fully encapsulated in a thin superconducting
layer, or shell, have been recently introduced in the con-
text of topological superconductivity1–4. These wires
could present several advantages for the generation and
detection of Majorana bound states (MBSs) as compared
to partial-shell ones, where the superconducting coating
is limited to some facets of the nanowire5–9. In the full-
shell case the trigger of the topological phase transition is
the magnetic flux threading the nanowire produced by an
external axial magnetic field, whereas in the partial-shell
devices following the original proposal10,11, it is the Zee-
man e↵ect. Partial-shell nanowires, sometimes dubbed
Majorana nanowires, have been exhaustively analyzed
since 2010, whereas the full-shell variant has only more
recently began being explored.

The interest of full-shell hybrid nanowires, however,
extends beyond their possible relevance for topological
superconductivity. The doubly connected geometry of
the superconducting shell makes them a versatile hy-
brid system with very rich physics12–15. In the presence
of a magnetic flux � through the section of the hybrid
nanowire, the system exhibits the so-called Little-Parks
(LP) e↵ect16,17. In the LP e↵ect, the flux causes the su-
perconducting phase in the shell to acquire a quantized
winding around the nanowire axis. The winding number
n is an integer, also known as fluxoid number18–20, that
increases in jumps as � grows continuously. Winding
jumps occur at half-integer multiples of the supercon-
ducting flux quantum �0 = h/2e21–23, and are accompa-

nied by a repeated suppression and recovery of the order
parameter modulus �, forming LP lobes associated with
each n. The nth lobe is centered around � = n�0, where
� reaches a local maximum. The LP e↵ect has been
demonstrated experimentally in various regimes12,24,25,
and has been shown to be accurately described by the-
ory based on the Ginzburg-Landau formalism19,20,26–29.

Furthermore, the superconducting boundary condi-
tion imposed by the shell gives rise to a special type
of fermionic subgap states through a combination of
normal and Andreev reflection at the core/shell inter-
face. These states are hybrid-nanowire analogs of the
celebrated Caroli-de Gennes-Matricon (CdGM) states in
Abrikosov vortex lines of type-II superconductors19,30–32.
We call them analogs because both are subgap states
within superconducting boundaries, bound to a region
with suppressed pairing and threaded by a magnetic
flux. However, several important di↵erences exist be-
tween them. Some of these were analyzed recently in
Ref. 33 and 34, but otherwise this remains a unexplored
subject.

In type-II superconductors, CdGM states are low en-
ergy excitations bound to the center of each vortex core,
i.e, to the region of radius r . ⇠ (with ⇠ the bulk su-
perconducting coherence length)30. Each vortex core is
threaded by a single flux quantum (unless the supercon-
ductor is su�ciently small35), which produces a localized
suppression of the modulus �(r) of the superconducting
order parameter as a function of radial coordinate r, see
Fig. 1(b), and a winding n = 1 of its phase. In full-
shell nanowires, on the contrary, the flux is not quan-
tized through the core due to the thinness of the shell
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Full-shell nanowires comprised of semiconducting
nanowires fully encapsulated in a thin superconducting
layer, or shell, have been recently introduced in the con-
text of topological superconductivity1–4. These wires
could present several advantages for the generation and
detection of Majorana bound states (MBSs) as compared
to partial-shell ones, where the superconducting coating
is limited to some facets of the nanowire5–9. In the full-
shell case the trigger of the topological phase transition is
the magnetic flux threading the nanowire produced by an
external axial magnetic field, whereas in the partial-shell
devices following the original proposal10,11, it is the Zee-
man e↵ect. Partial-shell nanowires, sometimes dubbed
Majorana nanowires, have been exhaustively analyzed
since 2010, whereas the full-shell variant has only more
recently began being explored.

The interest of full-shell hybrid nanowires, however,
extends beyond their possible relevance for topological
superconductivity. The doubly connected geometry of
the superconducting shell makes them a versatile hy-
brid system with very rich physics12–15. In the presence
of a magnetic flux � through the section of the hybrid
nanowire, the system exhibits the so-called Little-Parks
(LP) e↵ect16,17. In the LP e↵ect, the flux causes the su-
perconducting phase in the shell to acquire a quantized
winding around the nanowire axis. The winding number
n is an integer, also known as fluxoid number18–20, that
increases in jumps as � grows continuously. Winding
jumps occur at half-integer multiples of the supercon-
ducting flux quantum �0 = h/2e21–23, and are accompa-

nied by a repeated suppression and recovery of the order
parameter modulus �, forming LP lobes associated with
each n. The nth lobe is centered around � = n�0, where
� reaches a local maximum. The LP e↵ect has been
demonstrated experimentally in various regimes12,24,25,
and has been shown to be accurately described by the-
ory based on the Ginzburg-Landau formalism19,20,26–29.

Furthermore, the superconducting boundary condi-
tion imposed by the shell gives rise to a special type
of fermionic subgap states through a combination of
normal and Andreev reflection at the core/shell inter-
face. These states are hybrid-nanowire analogs of the
celebrated Caroli-de Gennes-Matricon (CdGM) states in
Abrikosov vortex lines of type-II superconductors19,30–32.
We call them analogs because both are subgap states
within superconducting boundaries, bound to a region
with suppressed pairing and threaded by a magnetic
flux. However, several important di↵erences exist be-
tween them. Some of these were analyzed recently in
Ref. 33 and 34, but otherwise this remains a unexplored
subject.

In type-II superconductors, CdGM states are low en-
ergy excitations bound to the center of each vortex core,
i.e, to the region of radius r . ⇠ (with ⇠ the bulk su-
perconducting coherence length)30. Each vortex core is
threaded by a single flux quantum (unless the supercon-
ductor is su�ciently small35), which produces a localized
suppression of the modulus �(r) of the superconducting
order parameter as a function of radial coordinate r, see
Fig. 1(b), and a winding n = 1 of its phase. In full-
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CdGM states in Type-II SCs CdGM analogs in full-shell NWs
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FIG. 1. (a) Schematic of Abrikosov vortex lines in a type-
II superconductor. The magnetic flux of the external mag-
netic field ~B inside each vortex is quantized to the supercon-
ducting flux quantum �0. (b) Pairing potential �(r) (blue),
electrostatic potential energy U(r) (green) and lowest-energy
CdGM wavefunction density | (r)|2 (yellow) as a function
of radial coordinate r with respect to the vortex center. (c)
Schematic of a full-shell hybrid nanowire in a cylindrical ap-
proximation. The semiconducting core of radius Rcore (yel-
low) is fully covered by an s-wave superconducting shell of
thickness Rshell � Rcore (blue). The magnetic flux � due to

the field ~B threading the wire is not quantized and the super-
conductor gap inside the shell is modulated with � following
the Little-Parks (LP) e↵ect. (d) Same as (b) but for the
full-shell wire. The conduction band bottom inside the semi-
conductor exhibits a dome-like radial profile with maximum
value at the center, Umax, and minimum value at the super-
conductor/semiconductor interface, Umin. The electrostatic
potential of the metallic shell is |Ushell| � |Umin|.

and its superconducting gap is modulated with flux into
a series of LP lobes, as mentioned earlier. This makes
the hybrid wire a multi-fluxoid version of the Abrikosov
vortex line. Moreover, the confinement of CdGM states
inside the core is dominated by Andreev reflection o↵
the surrounding bulk superconductor, which results in a
vanishing group velocity along the vortex line (here the
z-direction, see Fig. 1). In contrast to the case of type-II
superconductors, in full-shell nanowires the materials of
the superconducting shell and the semiconducting core
are di↵erent. Even though the shell is epitaxially grown
with high quality around the core, the unavoidable ve-
locity mismatch between the two materials produces an
abrupt decay of �(r) at the interface, see Fig. 1(d),
as well as an enhanced normal reflection for electrons
in its interior. As a result, CdGM analogs in the core
have a large Fermi velocity in the z-direction33, and form
quasi one-dimensional subbands (as opposed to the non-
dispersive CdGM states that are confined inside vortices
by strong Andreev reflection). Another important con-
sequence of the di↵erence in shell and core materials is

the band alignment due to their work-function di↵erence,
which produces a significant semiconductor band bending
of the Ohmic-type at the interface36. This band bend-
ing, shown as a dome-like profile in Fig. 1(d), creates
a quantum well at the core/shell interface and thus an
accumulation of charge in that region. Hence, we will
see that CdGM analogs are typically localized close to
the core/shell interface in the radial direction, unlike the
CdGM states in Abrikosov vortices37.

In this work we study the structure and properties of
CdGM analogs in realistic full-shell wires, and the in-
formation these states can provide about key nanowire
aspects through local measurements. We identify the
CdGM analogs as Van Hove singularities of the n-
dependent, quasi-one dimensional, traverse subbands
propagating along the axis of the proximitized nanowire
core. We use a cylindrical model for the hybrid wire,
although this approximation is not critical to our find-
ings. Subbands are thus characterized by an angular
momentum quantum number, mL, much like the orig-
inal CdGM sates. They are also characterized by a good
radial quantum number (for typical nanowire radii only
a few, lowest-energy ones are occupied, in contrast to
the case of vortex cores in type-II superconductors). We
study the CdGM subgap energies and their dispersion
with magnetic flux inside each n-lobe. We compute both
local density of states (LDOS) calculations at the end of a
semi-infinite wire, and di↵erential conductance (dI/dV )
through a normal/superconducting junction. The states
with mL > 0 (mL < 0) disperse with positive (nega-
tive) slope versus �, due to a diamagnetic coupling in-
side the core. In a simplified hollow-core model for the
hybrid wire, where all the semiconductor wavefunction
is assumed to be confined to a layer of vanishing thick-
ness at the core-shell interface, the CdGM-Van Hove sin-
gularities disperse with flux symmetrically with respect
to the lobe centers, where they merge into degeneracy
points. However, for realistic solid-core wires, character-
ized by a potential profile like the one in Fig. 1(d), we
find that the CdGM-Van Hove dispersion of the di↵er-
ent subbands tends to be skewed relative to the center
of each LP lobe for n > 0. Indeed, subgap states in full-
shell wires were recently found experimentally to skew
towards higher fields within each lobe1. We find that the
spectrum in general, and the skewness in particular, can
be explained by the shift of the (typically metastable)
degeneracy point within each n sector towards higher
|�|. The flux displacement of the degeneracy points is
a crucial quantity to understand the subgap spectrum of
full-shell nanowires. It is directly related to the spatial
wavefunction distribution of the CdGM analogs, or more
specifically, to their average radius Rav inside the core.
We perform numerical simulations for Al/InAs full-shell
models to show how Rav, and hence the CdGM spectrum
within each lobe, are a↵ected by the mismatch between
the shell (Al) and the core (InAs) materials. The mis-
match increases normal reflection at the expense of An-
dreev processes at the interface33. Finally, we develop a
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I. INTRODUCTION

Full-shell nanowires comprised of semiconducting
nanowires fully encapsulated in a thin superconducting
layer, or shell, have been recently introduced in the con-
text of topological superconductivity1–4. These wires
could present several advantages for the generation and
detection of Majorana bound states (MBSs) as compared
to partial-shell ones, where the superconducting coating
is limited to some facets of the nanowire5–9. In the full-
shell case the trigger of the topological phase transition is
the magnetic flux threading the nanowire produced by an
external axial magnetic field, whereas in the partial-shell
devices following the original proposal10,11, it is the Zee-
man e↵ect. Partial-shell nanowires, sometimes dubbed
Majorana nanowires, have been exhaustively analyzed
since 2010, whereas the full-shell variant has only more
recently began being explored.

The interest of full-shell hybrid nanowires, however,
extends beyond their possible relevance for topological
superconductivity. The doubly connected geometry of
the superconducting shell makes them a versatile hy-
brid system with very rich physics12–15. In the presence
of a magnetic flux � through the section of the hybrid
nanowire, the system exhibits the so-called Little-Parks
(LP) e↵ect16,17. In the LP e↵ect, the flux causes the su-
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n is an integer, also known as fluxoid number18–20, that
increases in jumps as � grows continuously. Winding
jumps occur at half-integer multiples of the supercon-
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nied by a repeated suppression and recovery of the order
parameter modulus �, forming LP lobes associated with
each n. The nth lobe is centered around � = n�0, where
� reaches a local maximum. The LP e↵ect has been
demonstrated experimentally in various regimes12,24,25,
and has been shown to be accurately described by the-
ory based on the Ginzburg-Landau formalism19,20,26–29.

Furthermore, the superconducting boundary condi-
tion imposed by the shell gives rise to a special type
of fermionic subgap states through a combination of
normal and Andreev reflection at the core/shell inter-
face. These states are hybrid-nanowire analogs of the
celebrated Caroli-de Gennes-Matricon (CdGM) states in
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flux. However, several important di↵erences exist be-
tween them. Some of these were analyzed recently in
Ref. 33 and 34, but otherwise this remains a unexplored
subject.

In type-II superconductors, CdGM states are low en-
ergy excitations bound to the center of each vortex core,
i.e, to the region of radius r . ⇠ (with ⇠ the bulk su-
perconducting coherence length)30. Each vortex core is
threaded by a single flux quantum (unless the supercon-
ductor is su�ciently small35), which produces a localized
suppression of the modulus �(r) of the superconducting
order parameter as a function of radial coordinate r, see
Fig. 1(b), and a winding n = 1 of its phase. In full-
shell nanowires, on the contrary, the flux is not quan-
tized through the core due to the thinness of the shell
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Full-shell nanowires are hybrid nanostructures consisting of a semiconducting core encapsulated
in an epitaxial superconducting shell. When subject to an external magnetic flux, they exhibit
the Little-Parks (LP) phenomenon of flux-modulated superconductivity, an e↵ect connected to the
physics of Abrikosov vortex lines in type-II superconductors. We show that full-shell nanowires
can host subgap states that are a variant of the Caroli-de Gennes-Matricon (CdGM) states in
vortices. These CdGM analogs are in fact shell-induced Van Hove singularities in propagating
core subbands. We elucidate their structure, parameter dependence and behavior in tunneling
spectroscopy through a series of models of growing complexity. We show through microscopic
numerical simulations that they exhibit a characteristic skewness towards high magnetic fields inside
non-zero LP lobes resulting from the interplay of three ingredients. First, core subbands exhibit
a diamagnetic response, so that they disperse with flux depending on their generalized angular
momentum. Second, the band bending at the core/shell interface induces a ring-like profile on
the CdGM analog state wavefunctions with average radius smaller than the core radius. And last,
degeneracy points emerge where all the CdGM Van Hove singularities coalesce. This happens when
the flux threading each wavefunction is equal to an integer multiple of the flux quantum, a condition
that shifts the degeneracy points away from the center of the LP lobes, skewing the CdGM analogs.
Our analysis unlocks a transparent analytical description that allows to extract precise microscopic
information about the nanowire by measuring the energy and skewness of CdGM analogs.

I. INTRODUCTION

Full-shell nanowires comprised of semiconducting
nanowires fully encapsulated in a thin superconducting
layer, or shell, have been recently introduced in the con-
text of topological superconductivity1–4. These wires
could present several advantages for the generation and
detection of Majorana bound states (MBSs) as compared
to partial-shell ones, where the superconducting coating
is limited to some facets of the nanowire5–9. In the full-
shell case the trigger of the topological phase transition is
the magnetic flux threading the nanowire produced by an
external axial magnetic field, whereas in the partial-shell
devices following the original proposal10,11, it is the Zee-
man e↵ect. Partial-shell nanowires, sometimes dubbed
Majorana nanowires, have been exhaustively analyzed
since 2010, whereas the full-shell variant has only more
recently began being explored.

The interest of full-shell hybrid nanowires, however,
extends beyond their possible relevance for topological
superconductivity. The doubly connected geometry of
the superconducting shell makes them a versatile hy-
brid system with very rich physics12–15. In the presence
of a magnetic flux � through the section of the hybrid
nanowire, the system exhibits the so-called Little-Parks
(LP) e↵ect16,17. In the LP e↵ect, the flux causes the su-
perconducting phase in the shell to acquire a quantized
winding around the nanowire axis. The winding number
n is an integer, also known as fluxoid number18–20, that
increases in jumps as � grows continuously. Winding
jumps occur at half-integer multiples of the supercon-
ducting flux quantum �0 = h/2e21–23, and are accompa-

nied by a repeated suppression and recovery of the order
parameter modulus �, forming LP lobes associated with
each n. The nth lobe is centered around � = n�0, where
� reaches a local maximum. The LP e↵ect has been
demonstrated experimentally in various regimes12,24,25,
and has been shown to be accurately described by the-
ory based on the Ginzburg-Landau formalism19,20,26–29.

Furthermore, the superconducting boundary condi-
tion imposed by the shell gives rise to a special type
of fermionic subgap states through a combination of
normal and Andreev reflection at the core/shell inter-
face. These states are hybrid-nanowire analogs of the
celebrated Caroli-de Gennes-Matricon (CdGM) states in
Abrikosov vortex lines of type-II superconductors19,30–32.
We call them analogs because both are subgap states
within superconducting boundaries, bound to a region
with suppressed pairing and threaded by a magnetic
flux. However, several important di↵erences exist be-
tween them. Some of these were analyzed recently in
Ref. 33 and 34, but otherwise this remains a unexplored
subject.

In type-II superconductors, CdGM states are low en-
ergy excitations bound to the center of each vortex core,
i.e, to the region of radius r . ⇠ (with ⇠ the bulk su-
perconducting coherence length)30. Each vortex core is
threaded by a single flux quantum (unless the supercon-
ductor is su�ciently small35), which produces a localized
suppression of the modulus �(r) of the superconducting
order parameter as a function of radial coordinate r, see
Fig. 1(b), and a winding n = 1 of its phase. In full-
shell nanowires, on the contrary, the flux is not quan-
tized through the core due to the thinness of the shell
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FIG. 7. (a) Schematics of a solid-core, full-shell, semi-infinite nanowire with semiconductor electrostatic potential U(r) in
its interior. (b-c) LDOS in arbitrary units vs energy and normalized flux for a Rcore = 70nm, Rshell = 80nm nanowire with
Umax = 0 and di↵erent values of Umin, from a shallow (b) to a deep (d) dome-like profile. (e) Schematics of a full-shell
nanowire-based normal-superconductor tunnel junction. The potential-barrier profile Ub(z) in the uncovered semiconductor
region between the normal metal (N) and the full-shell wire (S) only depends on z. (f-h) Di↵erential conductance dI/dV (in
units of the conductance quantum G0) vs normalized flux for the same full-shell nanowires as in (b-d), and for a sharp tunnel
barrier of width 50nm and height 60meV (f), 80meV (g) and 120meV. (i-l) Same as (e-l) but for a longer tunnel junction; width
150nm and heights 18meV (j), 38meV (k) and 80meV (l). Parameters: Column (b,f,j) has ⌧ = 0.95 and a0 = 10nm; column
(c,g,k) has ⌧ = 0.85 and a0 = 10nm; and column (d,h,l) has ⌧ = 0.65 and a0 = 5nm. Other parameters like in Fig. 5.

sian Ub(z) barrier, with a normal probe defined using the
same model as the solid-core nanowire but without the
shell-induced ⌃1D

shell
. The resulting dI/dV indeed matches

closely the LDOS, see Fig. 7(f-h), with three notable dif-
ferences caused by the small but finite Lb. First, Van
Hove singularities appear much sharper in the dI/dV

than in the LDOS, to the point that they could be easily
mistaken for discrete levels. Second, a small particle-
hole V ! �V asymmetry is visible in dI/dV , whereas
the BdG LDOS is symmetric by definition. Last, and
most significant, the small but finite Lb makes the barrier
more sensitive to modes with smaller |mL| [see mL labels
in Fig. 8(a), corresponding to the first lobe of Fig. 7(c)].
Depending on their mL, di↵erent subbands are deeper or
shallower, when plotted versus kz. Their corresponding
evanescent decay inside the barrier will then be slower
or faster. Thus, barriers of finite length acquire a strong
dependence of transmission probability with mL.58 As a
result, Van Hove singularities with larger |mL| appear
much fainter in the dI/dV , or they may even become
undetectable.

All these deviations become exacerbated when we con-
sider even longer barriers with realistic lengths Lb ⇠
150nm, see Fig. 7(j-l). In this regime there is even a
distinct deviation between the position of the CdGM ana-

log features relative to the LDOS. We argue that these
deviations are the result of the distortion of the hybrid
nanowire bulk states as they leak into the barrier region.
In the limit of long Lb, the CdGM analogs can even trans-
form into Andreev states localized around the barrier it-
self by repeated reflections between the barrier (normal)
and the full-shell wire (normal and Andreev processes).
In an experiment, such an occurrence should be relatively
easy to detect, as the subgap features should acquire a
significant energy dependence with barrier height, while
genuine CdGM Van Hoves from the nanowire bulk should
not.

We finally show in Fig. 8(b) the spatially-resolved
LDOS across the center of the n = 1 lobe. This is closely
related to the profile of core-states that were shown in
Fig. 6(f), but this time including their coupling to the
shell. As before, subgap states are concentrated around
a certain Rav inside the core [see dashed line in panel
8(b)]60. We can see that, except for states close to the
gap edge, there is a rather small leakage of core states
into the shell, even for ⌧ = 1 (perfect epitaxial contact).
This is a result of the sizeable normal reflection due to
the core/shell velocity mismatch that is built into our
⌃1D

shell
model. Note also the existence of other modes,

particularly at low energy, with maxima away from Rav.

12

These correspond to higher radial momentum subbands,
which may become populated in the lowest mL sector for
dense enough and/or thick enough nanowires.

V. ANALYTIC DESCRIPTION OF VAN HOVES

In this section we show that the essence of the CdGM
Van Hove singularities can be captured by a simple an-
alytical expression that combines the ideas developed in
the preceding sections to yield their energy in terms of
material and geometric parameters, see dashed lines in
Fig. 8(a). The essence of the approach consists in re-
placing the realistic solid-core system with an e↵ective
hollow core nanowire of reduced radius Rcore = Rav, but
preserving the original RLP in the definition of �.

Let us focus on the n = 1 sector. As analyzed above,
the degeneracy point of Van Hove singularities occurs at
�dp/�0 = 1+�ndp, where, recall, the non-zero shift �ndp

stems from the reduced Rav relative to the LP radius,
see Eq. (22). At � = �dp the normal-state electron-
hole subbands of the e↵ective Rav hollow core cross at
zero energy, see Fig. 3(d). As � moves away from the
degeneracy point �dp, the electron-hole crossing is also
shifted away from zero energy as

"(�) =

✓
�

�0

� 1� �ndp

◆
tavmL, (25)

where tav ⇡ 1/(2m⇤
R

2

av
). This results from Eq. (13)

with Rcore replaced by Rav and no self-energy ⌃shell(0).
The proximity e↵ect from ⌃shell(0) will then split this fi-
nite energy crossing, producing flux-dependent Van Hove
singularities. Their positions correspond approximately
to poles !VH of the Nambu Green’s function G(!), whose
inverse within the electron-hole subspace can be approx-
imated in the Andreev limit as

G
�1(!) = !

✓
1 0
0 1

◆
� "(�)

✓
1 0
0 1

◆
(26)

� �Np
�(�)2 � !2

✓
! ��(�)

��(�) !

◆
,

where the last term is the shell self-energy ⌃1
shell

(!), see
Eq. (10), and �N is the normal-state decay rate of the
electron-hole sector into the shell.

The pole positions !VH are solutions of det(G�1) = 0.
For solutions inside the gap 0  !  �, this condition
can be simplified to

(�� !VH)�
2

N = ("� !VH)
2(�+ !VH), (27)

where we have omitted the implicit � dependence. The
general solutions of this equation are rather complicated,
since it is cubic in !VH, although they are easy to obtain
numerically. Equation (27) also allows to extract sev-
eral analytical results without explicitly solving it. We
can derive, for example, the connection between �N and
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FIG. 8. (a) First LP lobe of Fig. 7(c). The analytical ! > 0
solutions for the CdGM Van Hove singularities of Eq. (27)
are plotted on top with a white dashed line, together with the
value of the generalized angular momentum quantum number
mL. (b) Square root of LDOS in arbitrary units vs radial
coordinate for the flux � = �0 in (a). The white dashed line
in (b) corresponds to the average radius Rav = 55nm.

�⇤ = ⌧
⇤�(0), since �⇤ is the !VH solution at � = 0,

where " = 0. It reads

�N = �⇤

s
�(0) +�⇤

�(0)��⇤ = �⇤
r

1 + ⌧⇤

1� ⌧⇤
. (28)

We can also obtain an expression for the degeneracy point
shift �ndp in terms of the energy !1 = !VH(� = �0) of
any Van Hove singularity at the center of the n = 1 lobe,
and of its normalized slope !

0
1
= �0@�!VH|�=�0

. These
two quantities should be easy to measure experimentally,
and should yield a similar value of �ndp for Van Hoves
with di↵erent mL, so long as they have an approximately
equal Rav. The expression for �ndp is obtained by eval-
uating Eq. (27) and its derivative respect � at � = �0

and solving for mL and �ndp through Eq. (25),

(�1 � !1)�
2

N = (mLtav�ndp + !1)
2(�1 + !1), (29)

!
0
1
�2

N = 2(mLtav�ndp + !1)(�1 + !1)(mLtav � !
0
1
)

�(mLtav�ndp + !1)
2
!
0
1
. (30)

Here we have denoted �(� = �0) = �1. The solution
for �ndp reads

�ndp =
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� 1, (31)

where the last equality corresponds to Eq. (22).



Length dependence of zero-bias splitting in Coulomb Islands3

Boltzmann constant kB, yielding ⇠s = 180 nm. The same
value for ⇠S is found using the onset of the first destruc-
tive regime [40].

Di↵erential conductance, dI/dV , as a function of
source-drain voltage, V , measured in the tunneling
regime as a probe of the local density of states at the
end of the nanowire is shown in Fig. 2. The Al shell
was removed at the end of the wire and the tunnel bar-
rier was controlled by the global back-gate at voltage
VBG. At zero field, a hard superconducting gap was
observed throughout the zeroth superconducting lobe
(Fig. 2, B and D). Similar to the supercurrent measure-
ments presented above, the superconducting gap in the
core closed at |B| = 55 mT and reopened at 65 mT,
separated by a gapless destructive regime. Upon reopen-
ing, a narrow zero-bias conductance peak was observed
throughout the first gapped lobe (Fig. 2, B and F). Sev-
eral subgap states separated from the zero-bias peak were
also visible in the first lobe, as discussed in detail below.
The asymmetry of the subgap features around one flux
quantum reflects a competition between diamagnetic flux
response of the shell and the core. The first lobe persist
to ±150 mT, above which a second gapless destructive
regime was observed. A second gapped lobe centered at
|B| ⇠ 220 mT then appeared, containing several subgap
states away from zero energy, as shown in greater detail
in [44]. The second lobe closes at 250 mT, above which
only normal-state behavior was observed.

The dependence of tunneling spectra on back-gate volt-
age in the zeroth lobe is shown in Fig. 2C. In weak
tunneling regime, for VBG < �1 V a hard gap was ob-
served, with � = 180 µeV (Fig. 2, C and D). As the
device is opened, for VBG ⇠ �0.8 V subgap conductance
is enhanced due to Andreev processes. The resonance
at VBG ⇠ �1.2 V is likely due to a resonance in the
barrier. In the first lobe, at B = 110 mT, the sweep
of VBG showed a zero-energy state throughout the tun-
neling regime (Fig. 2E). The cut displayed in Fig. 2F
shows a discrete zero-bias peak well separated from other
states. As the tunnel barrier is opened, the zero bias
peak splits and eventually evolves into a zero-bias dip
at strong coupling, in qualitative agreement with theory
supporting MZMs [43]. Additional line-cuts as well as
the tunneling spectroscopy for the second lobe are pro-
vided in [44]. Several switches in data occurred at the
same gate voltages in Fig. 2, C and E, presumably due
to gate-dependent charge motion in the barrier.

Hybridization of MZMs can be measured in Coulomb
islands of finite length from the spacing of Coulomb
blockade conductance peaks [8, 23, 45, 46]. In partic-
ular, the exponential length dependence of hybridization
energy supports the Majorana interpretation and further
indicates that the MZMs are located close to the ends
of the wire, and not in the middle [47, 48]. We inves-
tigated full-shell islands over a range of device lengths
from 210 nm to 970 nm, fabricated on a single nanowire,
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FIG. 3. Short-island Coulomb blockade: 2e peaks in
the zeroth lobe, even-odd peaks in the first lobe. (A)
Micrograph of device 2 comprising six islands with individual
gates and leads, spanning a range of lengths from 210 nm
to 970 nm. The measurement setup for 210 nm segment
is highlighted in colors. (B) Zero-bias conductance for the
210 nm segment showing Coulomb blockade evolution as a
function of plunger gate voltage, VG, and axial magnetic field,
B. (C) Average peak spacings for even (black) and odd (red)
Coulomb valleys, �V , from the data in (A) as a function of
B, with destructive regimes shown in blue. Coulomb peaks
spaced by 2e split in field and become 1e-periodic around
55 mT. At higher field, odd Coulomb valleys shrink, reaching
a minimum around 120 mT. In the second destructive regime
around 165 mT peaks are 1e-periodic again. (D) Zero-field
conductance as a function of V and VG, showing 2e Coulomb
diamonds with even (e) valleys only. The negative di↵erential
conductance is associated with quasiparticle trapping on the
island (see text). (E) Similar to (D) but measured in the first
lobe at B = 110 mT, reveals discrete, near-zero-energy state,
even (e) and odd (o) valleys of di↵erent sizes, and alternating
excited state structure.

as shown in Fig. 3.
Zero-bias conductance as a function of plunger gate

voltage, VG, and B for device 2 yielded series of Coulomb
blockade peaks for each segment, examples of which are
shown in Fig. 3B. The corresponding average peak spac-
ings, �V , for even and odd Coulomb valleys as a function
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Boltzmann constant kB, yielding ⇠s = 180 nm. The same
value for ⇠S is found using the onset of the first destruc-
tive regime [40].

Di↵erential conductance, dI/dV , as a function of
source-drain voltage, V , measured in the tunneling
regime as a probe of the local density of states at the
end of the nanowire is shown in Fig. 2. The Al shell
was removed at the end of the wire and the tunnel bar-
rier was controlled by the global back-gate at voltage
VBG. At zero field, a hard superconducting gap was
observed throughout the zeroth superconducting lobe
(Fig. 2, B and D). Similar to the supercurrent measure-
ments presented above, the superconducting gap in the
core closed at |B| = 55 mT and reopened at 65 mT,
separated by a gapless destructive regime. Upon reopen-
ing, a narrow zero-bias conductance peak was observed
throughout the first gapped lobe (Fig. 2, B and F). Sev-
eral subgap states separated from the zero-bias peak were
also visible in the first lobe, as discussed in detail below.
The asymmetry of the subgap features around one flux
quantum reflects a competition between diamagnetic flux
response of the shell and the core. The first lobe persist
to ±150 mT, above which a second gapless destructive
regime was observed. A second gapped lobe centered at
|B| ⇠ 220 mT then appeared, containing several subgap
states away from zero energy, as shown in greater detail
in [44]. The second lobe closes at 250 mT, above which
only normal-state behavior was observed.

The dependence of tunneling spectra on back-gate volt-
age in the zeroth lobe is shown in Fig. 2C. In weak
tunneling regime, for VBG < �1 V a hard gap was ob-
served, with � = 180 µeV (Fig. 2, C and D). As the
device is opened, for VBG ⇠ �0.8 V subgap conductance
is enhanced due to Andreev processes. The resonance
at VBG ⇠ �1.2 V is likely due to a resonance in the
barrier. In the first lobe, at B = 110 mT, the sweep
of VBG showed a zero-energy state throughout the tun-
neling regime (Fig. 2E). The cut displayed in Fig. 2F
shows a discrete zero-bias peak well separated from other
states. As the tunnel barrier is opened, the zero bias
peak splits and eventually evolves into a zero-bias dip
at strong coupling, in qualitative agreement with theory
supporting MZMs [43]. Additional line-cuts as well as
the tunneling spectroscopy for the second lobe are pro-
vided in [44]. Several switches in data occurred at the
same gate voltages in Fig. 2, C and E, presumably due
to gate-dependent charge motion in the barrier.

Hybridization of MZMs can be measured in Coulomb
islands of finite length from the spacing of Coulomb
blockade conductance peaks [8, 23, 45, 46]. In partic-
ular, the exponential length dependence of hybridization
energy supports the Majorana interpretation and further
indicates that the MZMs are located close to the ends
of the wire, and not in the middle [47, 48]. We inves-
tigated full-shell islands over a range of device lengths
from 210 nm to 970 nm, fabricated on a single nanowire,
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the zeroth lobe, even-odd peaks in the first lobe. (A)
Micrograph of device 2 comprising six islands with individual
gates and leads, spanning a range of lengths from 210 nm
to 970 nm. The measurement setup for 210 nm segment
is highlighted in colors. (B) Zero-bias conductance for the
210 nm segment showing Coulomb blockade evolution as a
function of plunger gate voltage, VG, and axial magnetic field,
B. (C) Average peak spacings for even (black) and odd (red)
Coulomb valleys, �V , from the data in (A) as a function of
B, with destructive regimes shown in blue. Coulomb peaks
spaced by 2e split in field and become 1e-periodic around
55 mT. At higher field, odd Coulomb valleys shrink, reaching
a minimum around 120 mT. In the second destructive regime
around 165 mT peaks are 1e-periodic again. (D) Zero-field
conductance as a function of V and VG, showing 2e Coulomb
diamonds with even (e) valleys only. The negative di↵erential
conductance is associated with quasiparticle trapping on the
island (see text). (E) Similar to (D) but measured in the first
lobe at B = 110 mT, reveals discrete, near-zero-energy state,
even (e) and odd (o) valleys of di↵erent sizes, and alternating
excited state structure.

as shown in Fig. 3.
Zero-bias conductance as a function of plunger gate
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blockade peaks for each segment, examples of which are
shown in Fig. 3B. The corresponding average peak spac-
ings, �V , for even and odd Coulomb valleys as a function

3

Boltzmann constant kB, yielding ⇠s = 180 nm. The same
value for ⇠S is found using the onset of the first destruc-
tive regime [40].

Di↵erential conductance, dI/dV , as a function of
source-drain voltage, V , measured in the tunneling
regime as a probe of the local density of states at the
end of the nanowire is shown in Fig. 2. The Al shell
was removed at the end of the wire and the tunnel bar-
rier was controlled by the global back-gate at voltage
VBG. At zero field, a hard superconducting gap was
observed throughout the zeroth superconducting lobe
(Fig. 2, B and D). Similar to the supercurrent measure-
ments presented above, the superconducting gap in the
core closed at |B| = 55 mT and reopened at 65 mT,
separated by a gapless destructive regime. Upon reopen-
ing, a narrow zero-bias conductance peak was observed
throughout the first gapped lobe (Fig. 2, B and F). Sev-
eral subgap states separated from the zero-bias peak were
also visible in the first lobe, as discussed in detail below.
The asymmetry of the subgap features around one flux
quantum reflects a competition between diamagnetic flux
response of the shell and the core. The first lobe persist
to ±150 mT, above which a second gapless destructive
regime was observed. A second gapped lobe centered at
|B| ⇠ 220 mT then appeared, containing several subgap
states away from zero energy, as shown in greater detail
in [44]. The second lobe closes at 250 mT, above which
only normal-state behavior was observed.

The dependence of tunneling spectra on back-gate volt-
age in the zeroth lobe is shown in Fig. 2C. In weak
tunneling regime, for VBG < �1 V a hard gap was ob-
served, with � = 180 µeV (Fig. 2, C and D). As the
device is opened, for VBG ⇠ �0.8 V subgap conductance
is enhanced due to Andreev processes. The resonance
at VBG ⇠ �1.2 V is likely due to a resonance in the
barrier. In the first lobe, at B = 110 mT, the sweep
of VBG showed a zero-energy state throughout the tun-
neling regime (Fig. 2E). The cut displayed in Fig. 2F
shows a discrete zero-bias peak well separated from other
states. As the tunnel barrier is opened, the zero bias
peak splits and eventually evolves into a zero-bias dip
at strong coupling, in qualitative agreement with theory
supporting MZMs [43]. Additional line-cuts as well as
the tunneling spectroscopy for the second lobe are pro-
vided in [44]. Several switches in data occurred at the
same gate voltages in Fig. 2, C and E, presumably due
to gate-dependent charge motion in the barrier.

Hybridization of MZMs can be measured in Coulomb
islands of finite length from the spacing of Coulomb
blockade conductance peaks [8, 23, 45, 46]. In partic-
ular, the exponential length dependence of hybridization
energy supports the Majorana interpretation and further
indicates that the MZMs are located close to the ends
of the wire, and not in the middle [47, 48]. We inves-
tigated full-shell islands over a range of device lengths
from 210 nm to 970 nm, fabricated on a single nanowire,
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FIG. 3. Short-island Coulomb blockade: 2e peaks in
the zeroth lobe, even-odd peaks in the first lobe. (A)
Micrograph of device 2 comprising six islands with individual
gates and leads, spanning a range of lengths from 210 nm
to 970 nm. The measurement setup for 210 nm segment
is highlighted in colors. (B) Zero-bias conductance for the
210 nm segment showing Coulomb blockade evolution as a
function of plunger gate voltage, VG, and axial magnetic field,
B. (C) Average peak spacings for even (black) and odd (red)
Coulomb valleys, �V , from the data in (A) as a function of
B, with destructive regimes shown in blue. Coulomb peaks
spaced by 2e split in field and become 1e-periodic around
55 mT. At higher field, odd Coulomb valleys shrink, reaching
a minimum around 120 mT. In the second destructive regime
around 165 mT peaks are 1e-periodic again. (D) Zero-field
conductance as a function of V and VG, showing 2e Coulomb
diamonds with even (e) valleys only. The negative di↵erential
conductance is associated with quasiparticle trapping on the
island (see text). (E) Similar to (D) but measured in the first
lobe at B = 110 mT, reveals discrete, near-zero-energy state,
even (e) and odd (o) valleys of di↵erent sizes, and alternating
excited state structure.

as shown in Fig. 3.
Zero-bias conductance as a function of plunger gate

voltage, VG, and B for device 2 yielded series of Coulomb
blockade peaks for each segment, examples of which are
shown in Fig. 3B. The corresponding average peak spac-
ings, �V , for even and odd Coulomb valleys as a function

at finite bias
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FIG. S 6. 620 nm Coulomb island. (A) Micrograph
of device 2 with the measurement setup for 620 nm island
highlighted in colors. (B) Zero-bias conductance showing
Coulomb blockade evolution as a function of plunger gate
voltage, VG, and magnetic field, B. (C) Average peak spac-
ing for even (black) and odd (red) Coulomb valleys, �V , from
the measurements shown in (A) as a function of B. The
blue background indicates the magnetic field ranges where
superconductivity is absent. (D) Zero-field conductance as a
function of V and VG. (E) Similar to (D) but measured at
B = 110 mT.
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FIG. S 7. 810 nm Coulomb island. (A) Micrograph
of device 2 with the measurement setup for 810 nm island
highlighted in colors. (B) Zero-bias conductance showing
Coulomb blockade evolution as a function of plunger gate
voltage, VG, and magnetic field, B. (C) Average peak spac-
ing for even (black) and odd (red) Coulomb valleys, �V , from
the measurements shown in (A) as a function of B. The
blue background indicates the magnetic field ranges where
superconductivity is absent. (D) Zero-field conductance as a
function of V and VG. (E) Similar to (D) but measured at
B = 110 mT.
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FIG. S 4. 300 nm Coulomb island. (A) Micrograph
of device 2 with the measurement setup for 300 nm island
highlighted in colors. (B) Zero-bias conductance showing
Coulomb blockade evolution as a function of plunger gate
voltage, VG, and magnetic field, B. (C) Average peak spac-
ing for even (black) and odd (red) Coulomb valleys, �V , from
the measurements shown in (A) as a function of B. The
blue background indicates the magnetic field ranges where
superconductivity is absent. (D) Zero-field conductance as
a function of V and VG.(E) Similar to (D) but measured at
B = 110 mT.

In the even-odd Coulomb blockade regime, the
Coulomb-peak spacing, �V , is proportional to EC + 2E0

for even diamonds and EC�2E0 for odd diamonds, which
implies that �VE � �VO / E0 [13, 15]. This makes the
Coulomb spectroscopy a powerful tool to study the in-
teraction of Majorana modes in quantum dots with finite
size.

Device 2 consists of six hybrid quantum dots with
lengths L ranging from 210 nm up to 970 nm. Figure
3 in the main text presents measurements for the short-
est island. Data for the other five islands are presented
in Figs. S4–S8. In each of the figure, panel A displays
the scanning electron micrograph with the measurement
setup for corresponding island highlighted in false colors;
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FIG. S 5. 420 nm Coulomb island. (A) Micrograph
of device 2 with the measurement setup for 420 nm island
highlighted in colors. (B) Zero-bias conductance showing
Coulomb blockade evolution as a function of plunger gate
voltage, VG, and magnetic field, B. (C) Average peak spac-
ing for even (black) and odd (red) Coulomb valleys, �V , from
the measurements shown in (A) as a function of B. The
blue background indicates the magnetic field ranges where
superconductivity is absent. (D) Zero-field conductance as a
function of V and VG. (E) Similar to (D) but measured at
B = 110 mT.

Panel B shows zero-bias conductance as a function of the
axial magnetic field, B, and gate voltage, VG; Panel C
depicts average even and odd peak spacing evolution in
magnetic field, extracted from the data shown in panel B;
Panels D and E show Coulomb diamonds in the middle
of the zeroth and first lobes, the later featuring zero-bias
peaks at the degeneracy points for each island.
The same measurement routine was carried out at sev-

eral di↵erent gate configurations for each island to gather
more statistics. The average lever arm, ⌘, average even
and odd peak spacing di↵erence ��V 110 as well as the
corresponding amplitude A = ⌘ ⇥��V 110—all measured
at 110 mT—are given in Table S1.



Length dependence of zero-bias splitting in Coulomb Islands

4

of B are shown in Fig. 3C. Around zero field, Coulomb
blockade peaks with 2e periodicity were found. These
peaks split at ⇠40 mT toward the high-field end of the
zeroth superconducting lobe, as the superconducting gap
decreased bellow the charging energy of the island. The
peaks then became 1e-periodic (within experimental sen-
sitivity) around 55 mT and throughout the first destruc-
tive regime. When superconductivity reappeared in the
first lobe, the Coulomb peaks did not become spaced by
2e again, but instead showed nearly 1e spacing with even-
odd modulation. Qualitatively similar even-odd spacing
was observed in the second lobe. Unlike device 1 de-
scribed in Fig. 2, the shortest island in device 2 also
showed a third superconducting lobe, which can be iden-
tified from the peak height contrast in Fig. 3B. Coulomb
blockade peaks were 1e-periodic within experimental sen-
sitivity throughout the third lobe.

Tunneling spectra at finite source-drain bias showed
2e Coulomb diamonds around zero field (Fig. 3D) and
nearly 1e diamonds at B = 110 mT, near the middle
of the first lobe (Fig. 3E). The zero-field diamonds are
indistinguishable from each other, showing a region of
negative di↵erential conductance associated with the on-
set of quasiparticle transport [49–51]. In the first lobe
(Fig. 3E), Coulomb diamonds alternate in size and sym-
metry, with degeneracy points showing sharp, gapped
structure, indicating that the near-zero-energy state is
discrete. Additional resonances at finite bias reflect ex-
cited discrete subgap states away from zero energy.

Coulomb peaks for two longer islands are shown in
Fig. 4, A to E, with full data sets for other lengths re-
ported in [44]. All islands showed 2e-periodic Coulomb
peaks in the zeroth lobe and nearly 1e spacing in the
first lobe. Examining the 420 nm and 810 nm data in
Fig. 4, A, C and E already reveals that the mean di↵er-
ence between even and odd peak spacings in the first lobe
decreased with increasing island length. To address this
question quantitatively, we determine the lever arm, ⌘,
for each island independently in order to convert plunger
gate voltages to chemical potentials on the islands, us-
ing the slopes of the Coulomb diamonds [8, 52]. This
allows the peak spacing di↵erences (Fig. 4, B and D)
to be converted to island-energy di↵erences, A(L), be-
tween even and odd occupations, as a function of de-
vice length, L. Within a Majorana picture, the energy
scale A(L) reflects the length dependent hybridization
energy of MZMs. Values for A(L) at B = 110 mT, in
the middle of the first lobe, spanning over two orders of
magnitude are shown in Fig. 4F. A fit to an exponen-
tial A = A0e�L/⇠ yields fit parameters A0 = 110 µeV
and ⇠ = 180 nm. The data are well described by an
exponential length dependence, implying that the low-
energy modes are located at the ends of the wire, not
bound to impurities or local potential fluctuations as
expected for overlapping Majorana modes. Along with
length dependent even-odd peak spacing di↵erence, we
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FIG. 4. Length dependence of even-odd peak spacing.
(A) Zero-bias conductance showing Coulomb blockade evo-
lution with VG and B for 420 nm island. (B) Average peak
spacing for data in (A). Even-odd pattern is evident in the
first lobe, around B = 110 mT. (C and D) Similar to (A) and
(B) for 810 nm island. Even-odd spacing in the first lobe is
not visible on this scale. (E) Fine-scale Coulomb peak con-
ductance (black, left axis) and spacing (colored, right axis)
as a function of plunger gate voltage, VG at B = 110 mT
for 420 nm and 810 nm islands. (F) Average even-odd peak
spacing di↵erence converted to energy, A, using separately
measured level arms for each segment, at B = 110 mT as a
function of island length, L, along with the best fit to the ex-
ponential form A = A0e

�L/⇠, giving the best fit parameters
A0 = 110 µeV and ⇠ = 180 nm. Vertical error bars indicate
uncertainties from standard deviation of �V and lever arms.
Experimental noise floor, �A < 0.1µeV ⌧ kBT , measured
using 1e spacing in destructive regime. Horizontal error bars
indicate uncertainties in lengths estimated from the micro-
graph.

observe even-odd modulation in peak heights (Fig. 4E),
as described theoretically in Ref. [53], with a complex
alternating structure within the first lobe. Peak height
modulation accompanying peak spacing modulation was
observed previously [8, 45, 46].
We note that ⇠ from the fit in Fig. 4F matches the

coherence length of the Al shell, ⇠s = 180 nm. While it
remains unclear if these quantities are necessarily equal,

Longer segments have very small even odd spacing
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of B are shown in Fig. 3C. Around zero field, Coulomb
blockade peaks with 2e periodicity were found. These
peaks split at ⇠40 mT toward the high-field end of the
zeroth superconducting lobe, as the superconducting gap
decreased bellow the charging energy of the island. The
peaks then became 1e-periodic (within experimental sen-
sitivity) around 55 mT and throughout the first destruc-
tive regime. When superconductivity reappeared in the
first lobe, the Coulomb peaks did not become spaced by
2e again, but instead showed nearly 1e spacing with even-
odd modulation. Qualitatively similar even-odd spacing
was observed in the second lobe. Unlike device 1 de-
scribed in Fig. 2, the shortest island in device 2 also
showed a third superconducting lobe, which can be iden-
tified from the peak height contrast in Fig. 3B. Coulomb
blockade peaks were 1e-periodic within experimental sen-
sitivity throughout the third lobe.

Tunneling spectra at finite source-drain bias showed
2e Coulomb diamonds around zero field (Fig. 3D) and
nearly 1e diamonds at B = 110 mT, near the middle
of the first lobe (Fig. 3E). The zero-field diamonds are
indistinguishable from each other, showing a region of
negative di↵erential conductance associated with the on-
set of quasiparticle transport [49–51]. In the first lobe
(Fig. 3E), Coulomb diamonds alternate in size and sym-
metry, with degeneracy points showing sharp, gapped
structure, indicating that the near-zero-energy state is
discrete. Additional resonances at finite bias reflect ex-
cited discrete subgap states away from zero energy.

Coulomb peaks for two longer islands are shown in
Fig. 4, A to E, with full data sets for other lengths re-
ported in [44]. All islands showed 2e-periodic Coulomb
peaks in the zeroth lobe and nearly 1e spacing in the
first lobe. Examining the 420 nm and 810 nm data in
Fig. 4, A, C and E already reveals that the mean di↵er-
ence between even and odd peak spacings in the first lobe
decreased with increasing island length. To address this
question quantitatively, we determine the lever arm, ⌘,
for each island independently in order to convert plunger
gate voltages to chemical potentials on the islands, us-
ing the slopes of the Coulomb diamonds [8, 52]. This
allows the peak spacing di↵erences (Fig. 4, B and D)
to be converted to island-energy di↵erences, A(L), be-
tween even and odd occupations, as a function of de-
vice length, L. Within a Majorana picture, the energy
scale A(L) reflects the length dependent hybridization
energy of MZMs. Values for A(L) at B = 110 mT, in
the middle of the first lobe, spanning over two orders of
magnitude are shown in Fig. 4F. A fit to an exponen-
tial A = A0e�L/⇠ yields fit parameters A0 = 110 µeV
and ⇠ = 180 nm. The data are well described by an
exponential length dependence, implying that the low-
energy modes are located at the ends of the wire, not
bound to impurities or local potential fluctuations as
expected for overlapping Majorana modes. Along with
length dependent even-odd peak spacing di↵erence, we
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FIG. 4. Length dependence of even-odd peak spacing.
(A) Zero-bias conductance showing Coulomb blockade evo-
lution with VG and B for 420 nm island. (B) Average peak
spacing for data in (A). Even-odd pattern is evident in the
first lobe, around B = 110 mT. (C and D) Similar to (A) and
(B) for 810 nm island. Even-odd spacing in the first lobe is
not visible on this scale. (E) Fine-scale Coulomb peak con-
ductance (black, left axis) and spacing (colored, right axis)
as a function of plunger gate voltage, VG at B = 110 mT
for 420 nm and 810 nm islands. (F) Average even-odd peak
spacing di↵erence converted to energy, A, using separately
measured level arms for each segment, at B = 110 mT as a
function of island length, L, along with the best fit to the ex-
ponential form A = A0e

�L/⇠, giving the best fit parameters
A0 = 110 µeV and ⇠ = 180 nm. Vertical error bars indicate
uncertainties from standard deviation of �V and lever arms.
Experimental noise floor, �A < 0.1µeV ⌧ kBT , measured
using 1e spacing in destructive regime. Horizontal error bars
indicate uncertainties in lengths estimated from the micro-
graph.

observe even-odd modulation in peak heights (Fig. 4E),
as described theoretically in Ref. [53], with a complex
alternating structure within the first lobe. Peak height
modulation accompanying peak spacing modulation was
observed previously [8, 45, 46].
We note that ⇠ from the fit in Fig. 4F matches the

coherence length of the Al shell, ⇠s = 180 nm. While it
remains unclear if these quantities are necessarily equal,
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A1 = (7 ± 1) meV nm, and to A = A2L�2 gives A2 = (1.9 ± 0.1) eV nm2.
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Comparing exponential and power-law splitting
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FIG. 1. (a) 1D NW (cyan) coupled to the middle of two 2D
SCs (red) by �. A short central region of the NW is left un-
coupled, giving a short SNS junction with a � superconduct-
ing phase di↵erence. (b) E↵ective chemical potential profile
deep into the S parts of the NW as a function of SC width
Ly. Markers are representative points at which three cases
are studied: ideal (triangle), PB (cross), and QD (dot).

matrix. The SCs have an onsite s-wave superconducting
order parameter �R/L

sc (i) = |�sc|e
i�R/L , with �R/L being

the SC phase. Finally, HS�W is the NW-SC tunneling
Hamiltonian with finite coupling strength �, whenever
the NW touches either SCs.

We solve the Hamiltonian within the Bogoliubov-de
Gennes framework [49] using parameters in units of tsc:
µsc = 0.5, µNW = 0.02tNW, ↵NW = 0.05tNW, tNW = 4, which
accounts for the small NW e↵ective mass and mismatch-
ing Fermi wavevectors in NW and SC, and being close
to realistic values. We also set �sc(i) = 0.1, �R = 0,
and �L = �. Here, the strong coupling regime, with
the induced gap in the NW close to �sc, is reached
around � = 0.7. For smaller �sc and µsc, a smaller �
achieves strong coupling. Further, we use Lx = 520a,
LNW = 1000a, and keep the N-junction 2a long, to reach
realistic sizes with the outer ends of the NWs well within
the SCs. The width of the SC, Ly, is varied in order to
tune the influence of the SC on the NW [39–42]. We have
verified that our results remain qualitatively unchanged
for �sc and � both being smaller (or even larger), as
well as when �sc(i) is calculated self-consistently [50–
54]. Our results also do not depend on Lx, LNW, junction
length, provided Lx , LNW are longer than the supercon-
ducting coherence length and the junction is short, see
Supplementary Material (SM) for more information [55].

As a result of strong coupling to the SC, all inherent
NW parameters are renormalized [38–42, 56]. Most im-
portant is an energy shift of the NW bands [42]. We
encode this by an e↵ective chemical potential µe↵ , which
we define as the energy of the bottom of the hybridized
subband closest to the Fermi energy (since superconduc-
tivity occurs around the Fermi energy). We extract µe↵

deep in the S regions of the NW and find that it oscil-
lates as a function of Ly, see Fig. 1(b). The oscillations
are due to a mismatch between the SC and NW bands,
with period (here 8a) given by the SC Fermi wavelength.
Thus, by changing Ly we can easily tune through a range
of µe↵ .

Low-energy spectrum.—When the S regions of the NW
get a non-zero µe↵ , the properties of the SNS junction

FIG. 2. Zeeman field-dependent spectrum at � = 0 for ideal
(Ly = 41a) (a), PB (Ly = 11a) (b) and QD (Ly = 21a)
(c) cases. Vertical dashed green lines in (a-d) mark topolog-
ical phase transition, while red arrow in (c) marks start of
zero-energy levels. (d) Local spin projection at the junction

S(x)
x=LNW/2 in lowest level E0 for cases (a-c) as a function of

B/Bc. Cyan/magenta marks spin up/down while marker size
denotes magnitude. (e,f) Color plot of E0 as a function of
� and B for Ly = 41a (e) and Ly = 21a (f) cases. Green
line marks topological phase transition, red line start of the
supercurrent ⇡-shift, and dotted white line � = 0.7. Filled
circles in (f) denotes colored markings in (c).

change. We show this first by studying the Zeeman de-
pendent low-energy spectrum at � = 0 for three values
of the SC width Ly, see Fig. 2(a-c). The common char-
acteristic in all three cases is that the spectrum exhibits
a sizable gap at zero B, indicating the presence of super-
conductivity, which then closes and reopens at the critical
field Bc signaling the topological phase transition (green
dashed line). By calculating the topological invariant for
a NW coupled to a single SC [57] we verify that the gap
closure in Fig. 2(a-c) matches the topological phase tran-
sition point. In the topological phase the SNS system
hosts a pair of MBSs, with zero energy, one at each end
of the NW (outer MBS), for all cases. Since µe↵ changes
the NW properties, we find that Bc also changes some-
what with Ly.
Remarkably, there is a very strong e↵ect of Ly on

the low-energy spectrum inside the junction, resulting in
the emergence of additional low-energy states below Bc.
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We report the emergence of zero-energy states in the trivial phase of a short nanowire junction
with a strong spin-orbit coupling and magnetic field, formed by strong coupling between the
nanowire and two superconductors. The zero-energy states appear in the junction when the super-
conductors induce a large energy shift in the nanowire, such that the junction naturally forms a
quantum dot, a process that is highly tunable by the superconductor width. Most importantly,
we demonstrate that the zero-energy states produce a π shift in the phase-biased supercurrent, which
can be used as a simple tool for their unambiguous detection, ruling out any Majorana-like
interpretation.
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Majorana bound states (MBSs) in topological super-
conductors have generated remarkable interest due to their
potential applications in fault tolerant quantum computa-
tion [1–3]. A promising route for engineering the topo-
logical phase is based on nanowires (NWs) with strong
Rashba spin-orbit coupling (SOC) and proximity-induced
s-wave superconductivity, with MBSs emerging at the NW
ends for sufficiently large magnetic fields [4–6]. Initial
issues, such as a soft superconducting gap [7–13] of the
first experiments [14–19], have been resolved through the
fabrication of high-quality interfaces between the NW and
external superconductors (SCs) [20–30].
Despite the advances, there is still no consensus whether

or not MBSs have been observed. In fact, recent reports
show that trivial zero-energy Andreev bound states (ABSs)
from, e.g., chemical potential inhomogeneities, appearing
well outside the topological phase [31–34], can also lead to
a 2e2=h quantized conductance [35,36], a feature previ-
ously attributed solely to MBSs [37]. This controversy can
at least partially be attributed to oversimplified models used
to describe the experiments. Indeed, a common treatment
of superconductivity has been to simply add an induced
superconducting gap into a one-dimensional (1D) NW
model, ignoring all other effects caused by coupling a SC to
a NW.
A more accurate approach is to study the whole NWþ

SC system, since the achieved high-quality interfaces
result in a strong coupling between NW and SC and thus
the SC generates both an induced gap and affect other NW
parameters. Importantly, the NW energies are shifted
when the coupling between the SC and NW is strong
due to the lowest states having a large weight in the SC
[38–42]. This results in an effective chemical potential μeff

in the NW, which regulates when the NW reaches the
topological phase. Therefore, using a NWþ SC model is
crucial for gaining further insights into the experimental
situation.
In this Letter, we study the whole NWþ SC system

and find trivial zero-energy ABSs spontaneously emerg-
ing in a NW strongly coupled to two SCs forming a short
superconductor-normal-metal-superconductor (S-N-S)
junction. The zero-energy ABSs appear in the junction
when the SCs induce a large μeff in the NW, such that
the junction forms natural quantum dot (QD). The QD
formation occurs at regular intervals, every Fermi wave-
length increment in SC width, and is thus predictable. By
simply regulating the width of the SCs, we can tune the
NW from an ideal regime with no energy shifts, to forming
a QD or even a potential barrier (PB) at the junction. The
formation of the QD and its zero-energy ABSs is therefore
very different from previous situations where the QD was
simply put in by hand [36,43–48]. Most importantly, we
find that the trivial zero-energy QD states produce a π shift
in the phase-biased supercurrent, while MBSs appearing
in the topological phase do not. Thus, the Josephson effect
in short S-N-S junctions offers a remarkably powerful, yet
simple tool for distinguishing between trivial zero-energy
states and MBSs.
Model.—We use a 1D NW with strong SOC with the

right (R) and left (L) parts strongly coupled to the middle
of two 2D conventional SCs, leaving only the central part
of the NW uncoupled and forming a short S-N-S junction,
see Fig. 1(a). By varying a magnetic field parallel to
the NW we easily tune the topology of the junction. The
Hamiltonian is thus H ¼ HNW þHL

SC þHR
SC þHS−W ,

with
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numerically verified that the QD zero-energy states occur
for α̃ < B < Bc, where α̃ is the renormalized SOC in
the NW (dependent on Ly and Γ, here α̃ ≈ 0.5αNW),
see SM [55]. Zero-energy states have previously been
reported in simple 1D models with a QD put in by hand
[32,36,44,47,48,58], producing signatures similar to MBSs
and thus challenging attempts trying to distinguish between
such trivial zero-energy levels and MBSs [36,42,59,60]. In
our work the QD instead develops naturally and we also
find that the trivial zero-energy crossings appear solely in
the QD regime, not in the PB or ideal regimes.
Further insights can be obtained from the local spin

projection along B (i.e., the x component), in the lowest
level E0 states, which is given by SðxÞx ¼ v$x↑ux↓ þ u$x↓vx↑,
and the superscript (subscript) denotes the component
(position) and uxσ , vxσ are the wave function amplitudes
at position x [61–64]. In Fig. 2(d) we show SðxÞx at the

junction, i.e., x ¼ LNW=2, with marker size denoting the
magnitude. SðxÞLNW=2 vanishes in the topological phase as the
lowest level E0 is then the outer MBSs. However, in the
trivial phase the zero-energy crossing in the QD case is
accompanied by an exchange of spins in the occupied state.
Such spin exchange does not occur in the other cases,
leading to a fundamental difference in the spin properties
of the QD and PB cases, even if they both host discrete
low-energy states below the quasicontinuum.
We finally analyze the size of the regime where

trivial zero-energy QD states are observed. In Figs. 2(e)
and 2(f) we plot E0 as a function of Γ and B for the cases in
Figs. 2(a) and 2(c), respectively. From the low-energy
spectrum, we identify the topological phase transition
(green line) and the beginning of the zero-energy state
QD regime (red line). The QD regime forms a triangular
region which is clearly enlarged with Γ. Remarkably,
Fig. 2(e) shows that even wide SCs can host a QD regime
with trivial zero-energy states for strong enough couplings
[white dotted line marks Γ ¼ 0.7 from the ideal case in
Fig. 2(a)]. We thus conclude that S-N-S junctions readily
form natural QDs hosting trivial zero-energy states in the
strong coupling regime.
Phase dependence.—Next, we allow for a finite phase ϕ

across the S-N-S junction. In particular, we study the phase-
dependent energy spectrum for the QD case in Fig. 2(c) at
the B values identified by the colored bars. At very low B
(blue) we find ABSs detached from the quasicontinuum
and exhibiting the usual cosine behavior [65,66], see
Fig. 3(a). These lowest energy states are localized at the
junction for both ϕ ¼ 0; π, see blue line in Figs. 3(e) and
3(f). On the other hand, in the topological phase at very
large B (green) four MBSs appear in the system: two
dispersionless outer MBSs and at ϕ ¼ π also two MBSs
located in the junction (inner MBSs), see Fig. 3(d) for the
energy spectrum and Figs. 3(e) and 3(f) for the wave
function probabilities. In both the low B trivial and high B
topological regimes, the lowest level reaches maximum
negative energy at ϕ ¼ 0. The S-N-S junction is therefore in
the 0 state because the free energy, F ¼

P
n<0En, is

minimized at ϕ ¼ 0, see blue and green lines in the inset
of Fig. 3(a).
It is at intermediate B in the trivial phase that dramatic

changes takes place. First, the ABSs move towards zero
energy with increasingB and start to cross, see Fig. 3(b). As
a consequence, the free energy, plotted in gold in the inset
in Fig. 3(a), has a global minimum at ϕ ¼ 0 and a local
minimum at ϕ ¼ π. The junction is thus in a 00 state [67].
Further increasing B we find that the global and local
minima interchanges, eventually reaching the situation in
Fig. 3(c). Here, the zero-energy crossing is at ϕ ¼ 0,
implying that a full π shift has occurred in the low-energy
spectrum. As a consequence, this junction is in a π state,
since the minimum of F is now at ϕ ¼ π, see red Fig. 3(a)
inset. At ϕ ¼ 0 the ABSs are localized at the junction, as in

(a)

(b)

(c)

(e)

(f)

(d)

FIG. 2. Zeeman field-dependent spectrum at ϕ ¼ 0 for ideal
(Ly ¼ 41a) (a), PB (Ly ¼ 11a) (b), and QD (Ly ¼ 21a) (c) cases.
Vertical dashed green lines in (a)–(d) mark the topological phase
transition, while the red arrow in (c) marks the start of zero-
energy levels. (d) Local spin projection at the junction SðxÞx¼LNW=2 in
the lowest level E0 for cases (a)–(c) as a function of B=Bc. Cyan
(magenta) marks spin up (down) while marker size denotes
magnitude. (e),(f) Color plot of E0 as a function of Γ and B for
Ly ¼ 41a (e) and Ly ¼ 21a (f) cases. The green line marks the
topological phase transition, the red line marks the start of
the supercurrent π shift, and the dotted white line marks
Γ ¼ 0.7. The filled circles in (f) denote colored markings in (c).
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all other cases in the trivial phase, while at ϕ ¼ π the lowest
energy state is completely delocalized because of mixing
with the quasicontinuum, see red in Figs. 3(e) and 3(f).
We find that the π state always emerges when the S-N-S

junction hosts a pair of QD states with zero-energy cross-
ings. In essence this is because the QD forces the ABS to be
at or close to zero energy for ϕ ¼ 0. We also note that the
QD introduces a phase dependence for the quasicontinuum,
unlike in conventional short junctions [68]. We have also
verified that the ideal and PB cases do not exhibit any π
states, see SM [55]. Thus, the phase-dependent energy
spectrum offers a remarkably clear differentiation between
topologically trivial zero-energy QD levels and MBSs.
Current-phase relationship.—To perform a direct

detection of the QD trivial zero-energy states we consider
the junction supercurrent IðϕÞ, obtained from IðϕÞ ¼
I0ð∂F=∂ϕÞ, where I0 ¼ e=ℏ. Figure 4(a) shows a color
plot of Ī ¼ IðϕÞ=I0 as a function of ϕ and B for the QD
case in Fig. 2(c). For a complete understanding of how the
QD levels contribute to IðϕÞ, we also plot both the total
supercurrent and the contributions from the lowest (E0) and
first excited (E1) energy levels in Figs. 4(b), 4(c) and 4(d),
respectively, for the same B values analyzed in Fig. 3.
At low B in the trivial phase IðϕÞ displays the usual

sinðϕÞ-like behavior. This is the 0 state, where E0 gives
the dominating contribution to the supercurrent, albeit E1

also gives a small positive contribution; see blue line in

Figs. 4(b)–4(d). Beyond the topological phase transition
(green dashed line) the situation is also easy to understand.
Here, IðϕÞ has a characteristic sawtooth profile at ϕ ¼ π
due to the special zero-energy behavior of the inner MBS at
ϕ ¼ π, which has been proposed as a signature of true
MBSs in short S-N-S junctions [65,66].
Between the magenta and white lines in Fig. 4(a), we

find a region with a discontinuous IðϕÞ, which is caused by
the ABS crossings in Fig. 3(b). Here, the E0 levels are
strongly dispersive with ϕ leading to the largest contribu-
tions to IðϕÞ, see gold in Fig. 4(c). Finally, between the
dashed white and green lines in Fig. 4(a), we find a full sign
reversal for the supercurrent, with the white line corre-
sponding to the red arrow in Fig. 2(c) indicating the zero-
energy crossing at ϕ ¼ 0. This π-shifted supercurrent arises
from the special behavior of the low-energy spectrum:
the lowest ABSs exhibit maximum energy at ϕ ¼ π, see
Fig. 3(c), instead of a minimum as is the case for conven-
tional junctions [68]. Thus, the E0 level contributes
strongly to the π-shifted supercurrent, as also seen in red
in Fig. 4(c). Because of the presence of the QD levels, the
quasicontinuum also gives a π-shifted contribution to IðϕÞ.
For the ideal and PB junctions, the ABS energy spectrum
only exhibits 0, 00, π0 states, but never the π state and thus
we never see a π-shifted supercurrent. Some signatures of
the QD and PB junctions can also be captured by the critical
current but not as clear as the π shift, see SM [55].
For S-N-S junctions with trivial zero-energy crossings we

always find a π-shifted supercurrent, independent on any
zero-energy pinning after the crossing. These zero-energy
levels, appearing in the QD regime, are, however, somewhat

(a) (b)

(c) (d)

(e) (f)

FIG. 3. (a)–(d) Phase-dependent low-energy spectrum in the QD
case (Ly ¼ 21a), obtained at the color-markedB values inFig. 2(c).
Inset in (a): scaled free energy F̃ ¼ ðF − FminÞ=ðFmax − FminÞ for
(a)–(d), withFmin ðmaxÞ theminimum (maximum) ofF in each case.
Probability density of the lowest state, jΨ0j2 × 103, in (a)–(d) at
ϕ ¼ 0 (e) and ϕ ¼ π (f).

(c)

quasicontinuum (dashed)

(d)

(a)
(b)

FIG. 4. (a) Color plot of the supercurrent for the QD case
(Ly ¼ 21a) as a function of ϕ and B. Topological phase transition
(green dashed line), beginning of ABS crossings in phase-
dependent energy spectrum (magenta), and zero-energy crossing
at ϕ ¼ 0, i.e., the red arrow in Fig. 2(c) (white). Total super-
current (b), with contributions from E0 (c) and E1 (d) energy
levels at the color-marked B values Fig. 2(c), repeated in (a).
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Detection of Majorana modes via supercurrents through quantum dots.
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Experimental techniques to verify Majorana fermions is of current interest. A prominent test is
the e↵ect of Majoranas on the Josephson current between two wires linked via a normal junction.
Here, we study the case of a quantum dot connecting the two superconductors and the sign of the
supercurrent in the trivial and topological regimes under grand-canonical equilibrium conditions,
explicitly allowing for parity changes due to, e.g., quasi-particle poisoning. We find that the well-
known supercurrent reversal for odd occupancy of the quantum dot (⇡-junction) in the trivial case
does not occur in the presence of Majoranas in the wires. However, we also find this to be a mere
consequence of Majoranas being zero energy states, and therefore one cannot conclude that the lack
of supercurrent sign reversal is a discriminating signature of Majoranas.

I. INTRODUCTION

Majorana bound states in condensed-matter sys-
tems have attracted enormous interest in the last
decade1–5, owing mostly to their fundamental, quan-
tum statistical properties and their potential application
in fault-tolerant, topological quantum computing1,6,7.
A promising candidate among several potential physi-
cal systems6,8–16 to host such states are semiconduct-
ing, quasi one-dimensional nanowires with proximity-
induced s-wave superconductivity, Rashba spin-orbit
coupling as well as a specifically tuned parallel mag-
netic field9,10,17,18. However, despite considerable ex-
perimental evidence for the presence of Majoranas in
such wires15,18–23, unambiguously distinguishing Majo-
ranas from regular Andreev subgap states19,24–30 remains
challenging.

In principle, a desired way to unambiguously trace and
exploit Majoranas in solid state systems is to measure
and manipulate observables directly a↵ected by the most
distinctive properties of Majoranas — their statistics and
their insusceptibility to local decoherence1,6,15. Two key
long-term goals of this line of research are the possibility
of braiding6,31–34 and the successful implementation of
fault-tolerant, Majorana-based qubits7,34–37. However,
one major challenge is that building and operating such
devices needs many components and fine tuning. It is
thus important to find more easily applicable test crite-
ria that, while not always fully conclusive, still provide
su�cient confidence to further advance in conceiving and
building the final device.

First experiments aiming to find zero-energy Majo-
rana states in nanowires focussed on measuring the cor-
responding zero-bias conductance peak18,38. However,
due to the many possible causes of such peaks includ-
ing trivial zero-energy Andreev bound states, e↵orts
went towards detecting the 4⇡-phase-periodicity caused
by Majoranas in the Josephson current between two
superconductors separated by a semi-conducting inter-
face17,20,21,39. This e↵ect critically depends on a robust
zero crossing in the spectrum at a superconducting phase
di↵erence ⇡ and, most importantly, on the conservation

FIG. 1. The system of interest consists of two one-
dimensional, equally long (length lw) nanowires L and R that
feature Rashba spin-orbit coupling and proximity-induced s-
wave superconductivity, and of a quantum dot QD coupling
the two wires. The left and right superconducting phases are
denoted by �L,�R, the blue line sketches the superconducting
gap �(x) > 0, assuming the constant � > 0 in the wires and
disappearing in the dot. The potential landscape V (x) is indi-
cated by the black line. In the wires, V (x) coincides with the
equilibrium chemical potential µ = 0; in the dot, it is lowered
considerably to ✏ < 0 with |✏|/� � 1. The square-potential
barriers overlap half with the wire regions (�(x) > 0), and
half with the dot region (�(x) = 0); they have finite length
lb and height �Vb > 0 compared to µ = 0. The quantum dot
furthermore couples to a non-superconducting lead function-
ing as a probe of the density of states in the wire-dot-wire
system.

of parity upon sweeping this phase di↵erence. Quasi-
particle poisoning renders the latter di�cult to achieve
in experiments under typical stationary equilibrium con-
ditions. Instead measuring the response to A.C. driv-
ing20,21, the problem is to make sure the 4⇡-periodicity is
not simply caused by Landau-Zener transitions between
topologically trivial subgap states.
More recently, devices including several nanowires

coupled with quantum dots or Coulomb islands gath-
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FIG. 2. (a) ��, ✏-dependence of equilibrium supercurrent I [Eq. (2)] and ground state fermion parity pGS of simulated Hamil-
tonian (1) in the trivial (B = 0) and topological (B = 1.4BC) regime. (b) Contribution from lowest subgap state I1 (excluding
outer Majoranas) and all higher levels I> to I [Eq. (8)] for �� = ⇡/2. (c) Quasi-particle spectra exhibited by the transmission
coe�cient T of normal lead as obtained from (3) as a function of ✏ and transmission energy E (µ ⌘ 0) for �� = ⇡/2. Parameters
are N = 2000, l = 250nm, lw = 2700nm, lb = 50nm,�B = 3�, �Vb = 10�, ✏0 = �269.1�, m⇤

e = 0.026me with electron mass
me, ↵ = 16meVnm, � = 0.2meV, µ = 0.4meV, T = 0.1K ⇡ 0.043�. We use 100 positive and 100 corresponding negative
Matsubara frequencies to evaluate Eq. (2). For (a,b), we set tn = Jn = 0; for (c), we set tn

p
�⇢ = 0.001t, Jn

p
�⇢ = 0.001J .

that holds within the mean-field treatment of the
Coulomb interaction in the dot adopted here. The ✏s

are the quasi-particle energies with respect to the chemi-
cal potential µ, i.e., the eigenvalues of the Bogoluibov-de
Gennes Hamiltonian H. These always come in pairs ✏s,±
with opposite signs, ✏s,+ = �✏s,� representing particles
and holes with opposite phase derivatives, @✏s,+/@�� =
�@✏s,�/@��. Given a grand-canonical ensemble at low
temperatures, the parity of a single state s flips if its en-
ergies ✏s,± as a function of the system parameters cross
zero and change sign. Since Eq. (8) sums only over non-
negative energies, the contribution of the state s then
swaps between the one from ✏s,+ and from ✏s,�, thereby
leading to a sign change due to the opposite sign of
@✏s/@��. This in any case results in a (temperature
broadened) step in the supercurrent. If the particular
state s gives the dominant contribution to I, meaning
it has a relatively large phase derivative, this step-like
transition even causes an overall sign change of I.

The main point is now that the energies with the
largest phase derivative belong to the subgap states lo-
calized close to the dot-wire interfaces. In Fig. 2(c),
we plot the ✏-dependence of these subgap-state ener-
gies as probed by the transmission T (E) obtained from
Eq. (3). In the trivial regime B = 0, there are two levels
with particle-hole symmetric zero crossings, correspond-

ing precisely to the levels at which Fig. 2(a) indicates
parity flips with concomitant supercurrent sign changes.
In the topological regime B > BC, the visible energies in
Fig. 2(b) do not cross zero anymore, and instead form a
diamond shape. This shape has previously been high-
lighted in the context of how Majorana fermions and
their nonlocality influence the quasi-particle spectra43,46.
Here, Fig. 2(b,c) show that these states provide the domi-
nant current contribution and do not flip parity as a func-
tion of ✏, thereby also leading to an absent sign change
in the supercurrent.

The abrupt current sign flip at �� = ⇡ has previously
been addressed in, e.g., Ref. 47. It stems from the fact
that the Majoranas in the wire decouple from the dot at
phase di↵erence �� = ⇡, typically causing a zero-energy
crossing and thus a parity flip. As we see in the next
section III B, this parity flip is localized to the Majoranas
close to the dot. Moreover, as the constant ground-state
parity pGS around �� = ⇡ suggests, it is compensated by
another parity flip of the Majoranas at the outer ends of
the wires, which for any finite wire length have a strongly
suppressed, yet not exactly vanishing phase dependence.

As further illustrated in the next section III B, the ab-
sence of step-like ✏-dependences (leading to current sign
changes) in the topological phase can be explained by the
e↵ect of hybridization and level repulsion. In the triv-
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Experimental techniques to verify Majoranas are of current interest. A prominent test is the effect of Majoranas
on the Josephson current between two wires linked via a normal junction. Here, we study the case of a quantum
dot connecting the two superconductors and the sign of the supercurrent in the trivial and topological regimes
under grand-canonical equilibrium conditions, explicitly allowing for parity changes due to, e.g., quasiparticle
poisoning. We find that the well-known supercurrent reversal for odd occupancy of the quantum dot (π junction)
in the trivial case does not occur in the presence of Majoranas in the wires. However, we also find this to be a
mere consequence of Majoranas being zero energy states. Therefore, the lack of supercurrent sign reversal can
also be caused by trivial bound states and is thus not a discriminating signature of Majoranas.

DOI: 10.1103/PhysRevB.101.014512

I. INTRODUCTION

Majorana bound states in condensed-matter systems have
attracted enormous interest in the last decade [1–5], owing
mostly to their fundamental, quantum statistical properties,
and their potential application in fault-tolerant, topological
quantum computing [1,6,7]. A promising candidate among
several potential physical systems [6,8–19] to host such states
are semiconducting, quasi one-dimensional nanowires with
proximity-induced s-wave superconductivity, Rashba spin-
orbit coupling, as well as a specifically tuned parallel mag-
netic field [9,10,20,21]. However, despite considerable ex-
perimental evidence for the presence of Majoranas in such
wires [18,21–27], unambiguously distinguishing Majoranas
from regular Andreev subgap states [22,28–36] remains chal-
lenging.

In principle, a desired way to unambiguously trace and
exploit Majoranas in solid-state systems is to measure and
manipulate observables directly affected by the most distinc-
tive properties of Majoranas—their statistics and their insus-
ceptibility to local decoherence [1,6,18]. Two key long-term
goals of this line of research are the possibility of braiding
[6,37–43] and the successful implementation of fault-tolerant,
Majorana-based qubits [7,43–46]. However, one major chal-
lenge is that building and operating such devices needs many
components and fine tuning. It is thus important to find more
easily applicable test criteria that, while not always fully con-
clusive, still provide sufficient confidence to further advance
in conceiving and building the final device.

First experiments aiming to find zero-energy Majorana
states in nanowires focused on measuring the corresponding
zero-bias conductance peak [21,47,48]. Since the nanowire-
based devices of interest are typically integrated into electrical
circuits anyhow, such measurements have since become a
relatively straightforward consistency check for the existence
of Majoranas. Yet, due to the many possible causes of zero-
bias peaks including trivial zero-energy Andreev bound states,
they are far from conclusive. Alternatively, one can measure
the 4π -phase periodicity in the Josephson current between
two topological, effectively p-wave superconducting wires

separated by a semiconducting interface [20,23,24,36,49–
52]. However, just as for zero-bias peaks, the 4π period-
icity is only a necessary, but not sufficient condition for
Majoranas [36]. Furthermore, experimental issues arise from
the critical dependence on the conservation of parity, and
thus on the absence of quasiparticle poisoning during the
phase sweep. While difficult under typical equilibrium con-
ditions, measurement of the response to a phase changing on
timescales faster than the typical poisoning time [23,24,53]
requires that the 4π periodicity is not caused by Landau-Zener

FIG. 1. The system of interest consists of two one-dimensional,
equally long (length lw) nanowires L and R that feature Rashba
spin-orbit coupling and proximity-induced s-wave superconductivity
and of a quantum dot (QD) coupling the two wires. The left and right
superconducting phases are denoted by φL, φR, the blue line sketches
the superconducting gap #(x) > 0, assuming the constant # > 0
in the wires and disappearing in the dot. The potential landscape
V (x) is indicated by the black line. In the wires, V (x) coincides
with the equilibrium chemical potential µ = 0; in the dot, it is
lowered considerably to ε < 0 with |ε|/# ! 1. The square-potential
barriers overlap half with the wire regions (#(x) > 0), and half with
the dot region (#(x) = 0); they have finite length lb and height
δVb > 0 compared to µ = 0. The QD furthermore couples to a
nonsuperconducting lead functioning as a probe of the density of
states in the wire-dot-wire system.
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The development of topologically protected qubits [1,2]
for quantum computing [3,4] benefits from fundamental
investigations that examine signatures of topological super-
conductivity in various device geometries. These serve
both to test theoretical models and solidify the interpreta-
tion of experiments [5,6]. A fruitful system for exploring
topological states is based on semiconductor nanowires
with strong spin-orbit coupling in contact with a metallic
superconductor [7–9]. Recently, semiconductor nanowires
with a fully surrounding superconducting shell were
found to offer a convenient means of tuning into the
topological phase using applied axial magnetic flux [10].
In this system, the destructive Little-Parks effect [11],
with the associated winding of the superconducting phase
around the shell, induces a topological phase in the
semiconductor core.
Here, we investigate Josephson junctions realized in full-

shell InAs=Al nanowires, focusing on parity effects of
a gate-controlled quantum dot in the junction. We inves-
tigate even and odd occupancies of the dot for the zeroth
and first lobes of the reentrant Little-Parks structure in the
leads. The hybrid nanowire containing the dot junction is
embedded in a superconducting interferometer, allowing
the phase across the dot junction to be measured relative
to a reference arm containing a second gate-controlled
junction. Depleting the reference junction in situ with a
gate voltage allowed the dot junction to be measured in
isolation, revealing related parity-dependent features in
conductance.
Two main results are reported. First, differential

conductance of the isolated dot junction as a function of
applied voltage bias showed a strong zero-bias peak
throughout the first lobe only for an odd-occupied dot
junction, reminiscent of Kondo-enhanced zero-bias con-
ductance peaks [12–14] seen for odd-occupied dots with
superconducting leads [12–27]. To our knowledge, this

effect has not been predicted or previously reported. When
the dot junction had even occupancy, the zeroth and first
superconducting lobes showed comparable conductance at
all biases. Second, opening the interferometer, we observed
a 0-π transition as a function of dot occupancy in the zero
lobe, as previously reported [22,28–30], while in the first
lobe, the 0-π transition was absent, as recently predicted
[31–35] but not previously reported experimentally.
The absence of a π junction in the first lobe can be

understood as resulting from hybridization (anticrossing) of
the electronic level in the dot junction with zero-energy
states in the leads, which protects the hybridized state
around the junction from undergoing a parity switch where
the corresponding unhybridized level would have crossed
zero [35]. Hybridization of an odd junction state with
discrete zero-energy states in the leads is reminiscent of,
but distinct from, Kondo hybridization [36], which also
favors a 0 junction [13,22,25,27,37,38].
Supercurrent through a conventional Josephson junction

is given by I ¼ Ic sinðφÞ, where Ic is the critical current and
φ is the phase difference across the junction. In few-channel
junctions, higher harmonics of IðφÞ are present, but
the periodicity IðφÞ ¼ Iðφþ 2πÞ and symmetry IðφÞ ¼
−Ið−φÞ remain [39]. Symmetry upon reversing phase can
be lifted by spin-orbit fields [40,41], and a supercurrent at
zero phase near a single-triplet anticrossing with topologi-
cal leads was predicted [42]. Lifting of 2π periodicity by
Majorana coupling [43,44] is not observed.
As discussed in recent proposals [31–35], the trans-

mission phase through a quantum dot embedded in a
Josephson junction—a well-studied system, see experi-
mental [45] and theoretical [25,46] reviews—provides a
means of investigating topological superconductivity.
The Coulomb energy of the dot junction suppresses
Cooper-pair tunneling, relying on spin-dependent cotun-
neling processes, which in turn depend on dot occupancy
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[27,28,30,47–50]. In its simplest form, for even dot
parity (e state), the phase across the junction matches
the conventional current-phase relation, while for odd
parity (o state), supercurrent typically involves a sign
reversal, I ¼ Ic sinðφþ πÞ ¼ −Ic sinðφÞ, resulting in a
supercurrent reversal or π junction.
InAs nanowires with ∼130 nm diameter were grown

by molecular beam epitaxy using the vapor-liquid-solid
method, followed by in situ growth of a ∼30 nm epitaxial
Al shell fully surrounding the semiconductor core [51].
After placing the nanowires on an Si=SiO2 substrate,
polymer ramps were patterned to connect a loop and leads
made of 25 nm of deposited Al, as shown in Fig. 1(c). The
thin Al ensured that superconductivity was maintained in
moderate fields along the nanowire axis. An insulating
layer of HfO2 (7 nm) was then deposited, followed by

patterned Ti=Au top gates used to control electron density
in regions where the Al was removed by wet etching.
An electron micrograph of one of the devices is shown in
Fig. 1(c), with false-colored active regions and uncolored
gates set to þ2 V. All wire segments exceed 1 μm, several
times the Majorana localization length, ξ ∼ 180 nm [10].
Measurements were carried out in a dilution refrigerator

with a base electron temperature of ∼50 mK using conven-
tional lock-in techniques in both voltage-bias and current-
bias configurations. A vector magnet provided independent
control of magnetic field along the wire axis Bk, and a small
transverse field B⊥ was used to apply flux to the interfero-
meter loop. A total of ten devices were cooled. Three
devices were stable and showed similar behavior. One of
those is presented in the main text and the other two in
Figs. S1–S5 of the Supplemental Material (SM) [52].
Among the others, three were nonconducting or did not
show a supercurrent, two showed excessive noise and did
not have a controllable dot in the junction, one did not show
a π junction in the zeroth lobe, and one appeared non-
topological without a zero-bias feature in the first lobe and
with π junction in both lobes. Differences in device
behavior may reflect different wire diameters within the
growth batch as well as disorder in the etched junction.
With the reference arm closed by setting VRef ¼ −2 V,

the dot junction was measured in a voltage-bias configu-
ration, applying acþ dc voltage Vb (2 μV ac excitation)
[see Fig. 1(a)]. At negative Vdot, approaching depletion,
sharp resonances in tunneling conductance dI=dVb were
observed, indicating that a Coulomb blockaded quantum
dot has formed in the junction. Note that Vdot controlled
both the dot-junction occupancy and, on larger voltage
scales, the coupling to the leads. Tunneling spectra at
Bk ¼ 0, across a range of Vdot spanning two e states and
one o state are shown in Fig. 2(a). A narrow supercurrent
feature at zero bias can be seen throughout the sweep with
two enhancements at the charge transition points, corre-
sponding to Coulomb blockade resonances. Negative
differential conductance in the zeroth lobe [green stripes
in Fig. 2(a)] at low bias near the charge transitions and at
higher bias in the e states presumably reflects the opening
of weakly coupled channels that blockade transport [53].
The prevalence of these features in the e state indicates
spin-dependent excited states for even occupancy.
Applying Bk reveals the lobe structure of destructive

superconductivity, with suppressed superconductivity
around Bk ¼ 50–60 mT and a first lobe centered around
Bk ¼ 120 mT, corresponding to one quantum of applied
flux and one twist of superconducting phase round the shell
circumference. Figure 2(a) and 2(b) reveals a striking
difference in bias spectra of the lobes. In particular, the
first lobe [Fig. 2(b)] showed strongly enhanced zero-bias
conductance in the o state but not in the e state, while
spectra in the zeroth lobe showed similar conductance for
both occupancies [Fig. 2(a)]. Bias spectra as a function of

(a)

(b)

deposited Alepitaxial Al/InAs InAs Ti/Au

(c)

FIG. 1. (a) Schematic of a dot junction made from an InAs
nanowire (green) containing a quantum dot (QD) with coupling
and occupancy controlled by voltage Vdot. A voltage bias, Vb,
with a small ac component was applied across the single dot
junction and the current, I, measured. Thin Al leads (purple)
remain superconducting with applied axial magnetic field Bk.
The lobe structure in the destructive Little-Parks regime accesses
trivial (S) or topological (T) superconductivity in the leads [10].
(b) The dot junction was embedded in an interferometer with a
reference junction controlled by gate voltage VRef . Current bias Ib
with small ac component was applied and voltage V measured.
Perpendicular field B⊥ controlled interferometer phase. (c) False-
color micrograph of a measured device showing a loop of thin Al
deposited on ramps to contact the full-shell wire. Uncolored gates
were set to þ2 V.
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The development of topologically protected qubits [1,2]
for quantum computing [3,4] benefits from fundamental
investigations that examine signatures of topological super-
conductivity in various device geometries. These serve
both to test theoretical models and solidify the interpreta-
tion of experiments [5,6]. A fruitful system for exploring
topological states is based on semiconductor nanowires
with strong spin-orbit coupling in contact with a metallic
superconductor [7–9]. Recently, semiconductor nanowires
with a fully surrounding superconducting shell were
found to offer a convenient means of tuning into the
topological phase using applied axial magnetic flux [10].
In this system, the destructive Little-Parks effect [11],
with the associated winding of the superconducting phase
around the shell, induces a topological phase in the
semiconductor core.
Here, we investigate Josephson junctions realized in full-

shell InAs=Al nanowires, focusing on parity effects of
a gate-controlled quantum dot in the junction. We inves-
tigate even and odd occupancies of the dot for the zeroth
and first lobes of the reentrant Little-Parks structure in the
leads. The hybrid nanowire containing the dot junction is
embedded in a superconducting interferometer, allowing
the phase across the dot junction to be measured relative
to a reference arm containing a second gate-controlled
junction. Depleting the reference junction in situ with a
gate voltage allowed the dot junction to be measured in
isolation, revealing related parity-dependent features in
conductance.
Two main results are reported. First, differential

conductance of the isolated dot junction as a function of
applied voltage bias showed a strong zero-bias peak
throughout the first lobe only for an odd-occupied dot
junction, reminiscent of Kondo-enhanced zero-bias con-
ductance peaks [12–14] seen for odd-occupied dots with
superconducting leads [12–27]. To our knowledge, this

effect has not been predicted or previously reported. When
the dot junction had even occupancy, the zeroth and first
superconducting lobes showed comparable conductance at
all biases. Second, opening the interferometer, we observed
a 0-π transition as a function of dot occupancy in the zero
lobe, as previously reported [22,28–30], while in the first
lobe, the 0-π transition was absent, as recently predicted
[31–35] but not previously reported experimentally.
The absence of a π junction in the first lobe can be

understood as resulting from hybridization (anticrossing) of
the electronic level in the dot junction with zero-energy
states in the leads, which protects the hybridized state
around the junction from undergoing a parity switch where
the corresponding unhybridized level would have crossed
zero [35]. Hybridization of an odd junction state with
discrete zero-energy states in the leads is reminiscent of,
but distinct from, Kondo hybridization [36], which also
favors a 0 junction [13,22,25,27,37,38].
Supercurrent through a conventional Josephson junction

is given by I ¼ Ic sinðφÞ, where Ic is the critical current and
φ is the phase difference across the junction. In few-channel
junctions, higher harmonics of IðφÞ are present, but
the periodicity IðφÞ ¼ Iðφþ 2πÞ and symmetry IðφÞ ¼
−Ið−φÞ remain [39]. Symmetry upon reversing phase can
be lifted by spin-orbit fields [40,41], and a supercurrent at
zero phase near a single-triplet anticrossing with topologi-
cal leads was predicted [42]. Lifting of 2π periodicity by
Majorana coupling [43,44] is not observed.
As discussed in recent proposals [31–35], the trans-

mission phase through a quantum dot embedded in a
Josephson junction—a well-studied system, see experi-
mental [45] and theoretical [25,46] reviews—provides a
means of investigating topological superconductivity.
The Coulomb energy of the dot junction suppresses
Cooper-pair tunneling, relying on spin-dependent cotun-
neling processes, which in turn depend on dot occupancy
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Bk in Fig. 2(c) and 2(d) show a complementary view: In the
zeroth lobe, o state and e state spectra are comparable,
while throughout the first lobe the zero-bias conductance is
strongly enhanced only for the o state, with enhancement
roughly tracking the size of the topological gap. Cuts in
Fig. 2(e) and 2(f) show a large zero-bias conductance peak
in the first lobe for the o state, with 12 μV half-width at half
maximum. Cuts along zero bias as a function of Bk are
shown in Fig. S6 of the SM [52]. We note that the zero-bias
peak in the o state in the first lobe does not appear to split
with increasing Bk. For a conventional Kondo peak in
conductance, for instance arising from a soft gap in the first
lobe [14], the peak would be split by 2gμBBk > 50 μeV in
the first lobe, which would be visible.
We note in Fig. 2(d) a small, bright zero-bias peak at the

closing of the zeroth lobe, Bk ∼ 46 mT. This small feature
does not persist further into the zeroth lobe or into the
destructive regime, where instead a broad zero-bias peak
can be seen [gray cut in Fig. 2(f)], while in the e state,
the destructive regime had a zero-bias dip [gray cut in
Fig. 2(e)]. The bright peak at Bk ∼ 46 mT is more easily
seen in the cut in Fig. S6 of the SM [52]. We interpret the
narrow peak at Bk ∼ 46 mT as Kondo-enhanced conduct-
ance in the superconducting regime [12–14]. From the ratio
of superconducting to normal conductance, GS=GN ∼ 2,

[from Figs. 2(d) and S6] we infer a rough ratio
of Kondo temperature to gap, TK=Δ ∼ 2 [12,13]. Within
this interpretation, the width of the peak and its appear-
ance only at the closing of the zero lobe suggests a
low TK of order 10 μeV. The zero-bias peak in the o
state destructive regime presumably reflects normal-state
Kondo enhancement.
Opening the reference arm by setting VRef ¼ 0 V con-

nected the interferometer loop, yielding a switching current
of 2 nA in the reference junction compared to ∼1 nA in the
dot junction. In the configuration of Fig. 1(b), whenever
the current bias Ib exceeded the total switching current of
the interferometer, a finite differential resistance, dV=dIb,
appeared across the interferometer. Figure 3(a) shows
dV=dIb for dc current bias Ib ¼ 2 nA (with ac excitation
0.2 nA) as a function of Vdot and B⊥ in the zeroth lobe,
with Bk ¼ 0. To avoid hysteretic effects, Ib was briefly set
to zero then reset to 2 nA for each data point (pixel) in the
two-dimensional plot. Figure 3(a) shows the periodic
dependence of the zero-resistance state with magnetic flux
through the interferometer, consistent with ΔB⊥A ¼ Φ0 ¼
h=2e, where A is the interferometer area. As Vdot was swept
from the e state to the o state, the phase of oscillation with
B⊥ shifted by Φ0=2, indicating that the dot junction is a π
junction in the o state relative to the e state.

(a)

(b)

(c)

(d)

(e)

(f)

FIG. 2. Bias spectroscopy of the isolated dot junction with reference arm closed. (a) Differential conductance dI=dVb as a function of
gate voltage Vdot and dc bias Vb in the zero lobe (Bk ¼ 0). Sweeping Vdot changes dot occupancy from even (e state) to odd (o state) to
even. A uniform conductance (supercurrent) peak at Vb ¼ 0 is visible throughout the range of Vdot. Negative differential conductance
features (green) are visible in the e state. Red (blue) marks indicate location of eðoÞ state cuts in (c),(d). (b) Same as (a) except in the first
lobe (Bk ¼ 120 mT). A strong enhancement of the zero-bias conductance peak occurs in the odd-occupied state. (c) Lobe structure in
bias spectroscopy as a function Bk for e state. Green, gray, and black marks indicate cuts in (e). (d) Same as (c) for o state, with green,
gray, and black marks indicating cuts in (f). Enhanced zero-bias conductance persists through the first lobe and does not split with
increasing magnetic field. We interpret the isolated zero-bias peak at Bk ∼ 46 mT as a Kondo enhancement (see text). (e) Cuts from
(c) in the e state showing small supercurrent peaks and several subgap resonances in both the zeroth (green) and first (black) lobes, with
a broad zero-bias dip in the destructive regime (gray). (f) Cuts from (d) in the o state showing a large zero-bias conductance peak in the
first lobe and a broad zero-bias peak in the destructive regime (gray).
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(iii) The absolute phases of critical current oscillations

are aligned for both lobes and parities, with a ⇡
phase shift for the o-state in the zeroth lobe; for de-

vice 2 see Fig. S5(b), and for device 3 see Fig. S4(b).

(iv) The amplitude of the oscillatory component of the

switching current is larger for the o-state than for

the e-state; for device 2 compare Figs. S4(b,d), for

device 3 compare Figs. S5(d,e).

ADDITIONAL DATA FOR DEVICE 1

(a) (b)

(c) (d)

FIG. S6. Device 1. Zero voltage bias cuts for even and odd

states. (a) Di↵erential resistance, dV/dIb, as a function of

bias and axial magnetic field Bk in the even state. (b) Zero

bias (Vb = 0 ) cut from (a) along the axial magnetic field Bk.

Same as (a) only in the odd state. (d) Same as (b) only in

the odd state. Note bright feature at 46 mT and arc-shaped

conductance in the first lobe, which roughly follows the size

of the first-lobe gap.

(a) (b) (c) (d)

(e) (f) (g) (h)

FIG. S7. Device 1. Switching currents (Is) across dot-

junction charge occupancies (even-odd-even) with Vdot at dif-

ferent axial magnetic fields Bk. Each curve o↵set by 0.4 nA.

(a) Switching currents at Bk = 20mT crossing even (red),

odd (blue) and back to even (red). A ⇡-shift is visible between
even and odd states. (b) Same as (a) only at Bk = 30mT. (c)

Same as (b) only at Bk = 40mT. (d) Switching currents at

Bk = 45mT where the bright conductance peak was observed

[see Fig. S6(d)], with no ⇡-shift between even and odd charge

occupancy. (e) Switching currents at Bk = 50mT with finite

current phase amplitude only in the odd state, with insets

showing B? as a function of applied current bias. (f) Switch-

ing currents at Bk = 60mT with no B? modulation of current

phase amplitude. (g) Switching currents at Bk = 80mT with

no ⇡ shift between the even and odd states. (h) Same as (g)

only at Bk = 120mT with no ⇡ shift between the even and

odd states. In addition, increase in current-phase amplitude

modulation in the odd state relative to even state is observed.
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The development of topologically protected qubits [1,2]
for quantum computing [3,4] benefits from fundamental
investigations that examine signatures of topological super-
conductivity in various device geometries. These serve
both to test theoretical models and solidify the interpreta-
tion of experiments [5,6]. A fruitful system for exploring
topological states is based on semiconductor nanowires
with strong spin-orbit coupling in contact with a metallic
superconductor [7–9]. Recently, semiconductor nanowires
with a fully surrounding superconducting shell were
found to offer a convenient means of tuning into the
topological phase using applied axial magnetic flux [10].
In this system, the destructive Little-Parks effect [11],
with the associated winding of the superconducting phase
around the shell, induces a topological phase in the
semiconductor core.
Here, we investigate Josephson junctions realized in full-

shell InAs=Al nanowires, focusing on parity effects of
a gate-controlled quantum dot in the junction. We inves-
tigate even and odd occupancies of the dot for the zeroth
and first lobes of the reentrant Little-Parks structure in the
leads. The hybrid nanowire containing the dot junction is
embedded in a superconducting interferometer, allowing
the phase across the dot junction to be measured relative
to a reference arm containing a second gate-controlled
junction. Depleting the reference junction in situ with a
gate voltage allowed the dot junction to be measured in
isolation, revealing related parity-dependent features in
conductance.
Two main results are reported. First, differential

conductance of the isolated dot junction as a function of
applied voltage bias showed a strong zero-bias peak
throughout the first lobe only for an odd-occupied dot
junction, reminiscent of Kondo-enhanced zero-bias con-
ductance peaks [12–14] seen for odd-occupied dots with
superconducting leads [12–27]. To our knowledge, this

effect has not been predicted or previously reported. When
the dot junction had even occupancy, the zeroth and first
superconducting lobes showed comparable conductance at
all biases. Second, opening the interferometer, we observed
a 0-π transition as a function of dot occupancy in the zero
lobe, as previously reported [22,28–30], while in the first
lobe, the 0-π transition was absent, as recently predicted
[31–35] but not previously reported experimentally.
The absence of a π junction in the first lobe can be

understood as resulting from hybridization (anticrossing) of
the electronic level in the dot junction with zero-energy
states in the leads, which protects the hybridized state
around the junction from undergoing a parity switch where
the corresponding unhybridized level would have crossed
zero [35]. Hybridization of an odd junction state with
discrete zero-energy states in the leads is reminiscent of,
but distinct from, Kondo hybridization [36], which also
favors a 0 junction [13,22,25,27,37,38].
Supercurrent through a conventional Josephson junction

is given by I ¼ Ic sinðφÞ, where Ic is the critical current and
φ is the phase difference across the junction. In few-channel
junctions, higher harmonics of IðφÞ are present, but
the periodicity IðφÞ ¼ Iðφþ 2πÞ and symmetry IðφÞ ¼
−Ið−φÞ remain [39]. Symmetry upon reversing phase can
be lifted by spin-orbit fields [40,41], and a supercurrent at
zero phase near a single-triplet anticrossing with topologi-
cal leads was predicted [42]. Lifting of 2π periodicity by
Majorana coupling [43,44] is not observed.
As discussed in recent proposals [31–35], the trans-

mission phase through a quantum dot embedded in a
Josephson junction—a well-studied system, see experi-
mental [45] and theoretical [25,46] reviews—provides a
means of investigating topological superconductivity.
The Coulomb energy of the dot junction suppresses
Cooper-pair tunneling, relying on spin-dependent cotun-
neling processes, which in turn depend on dot occupancy
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Figure 3(b) shows a similar plot, now in the first lobe
(Bk ¼ 120 mT), demonstrating the absence of a π phase
shift for relative occupancies. The absence of π-junction
behavior for topological dot junctions is consistent with
theoretical predictions [33–35]. Oscillations in dV=dIb are
less visible in the o state in the first lobe [Fig. 3(b)]
compared to the zeroth lobe [Fig. 3(a)], as the switching
current of the dot junction was larger in the o state in first
lobe, barely exceeding the bias Ib ¼ 2 nA. This is more
clearly seen by measuring dV=dIb as function of a swept
Ib, as shown in Fig. 4. Differential resistance dV=dIb of the
interferometer along cuts through the e state and o state of
the dot junction showed oscillatory patterns of switching
and retrapping currents with applied flux, noting that Ib
was stepped from negative to positive. Similar data for the
other devices are shown in Figs. S4 and S6 of the SM [52].
Phase plots at other fields for device 1 are shown in Fig. S7
of the SM [52].
We draw attention to several features in Fig. 4: (i) There

is a π phase shift between panels (a) and (c), indicating
that in the zeroth lobe, the o state forms a π junction relative
to the e state. (ii) There is no π phase shift between
panels (b) and (d), indicating that in the first lobe there is no
relative π junction upon changing dot occupancy. We do
not observe a nontrivial phase shift in (d), noting that Bk is

probably too small to induce a single-triplet crossing [42].
(iii) The absolute phase is the same in all four panels, with
only the o state in the zeroth lobe shifted by π [panel (c)].
Phase was not corrected for a given Bk. (iv) Retrapping
currents are smaller than switching currents the zeroth lobe
[panels (a,c)] but are comparable in the first lobe, pre-
sumably due to subgap modes that both dampen junction
dynamics and cool the junction through the leads.
(v) Switching and retrapping currents in the e state and
the o state are comparable in the zeroth lobe [panels (a),(c),
(e)], whereas in the first lobe, switching currents are larger
in the o state than in the e state [see panels (b),(d),(f)].
As with the enhanced first-lobe conductance in the o state
(Fig. 2), this observation is not anticipated theoretically.
Dependencies of critical current on gate voltage, also
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FIG. 3. Differential resistance dV=dIb of the interferometer as a
function gate voltage Vdot controlling dot occupancy and B⊥
controlling flux through the interferometer. Current bias Ib was
set to periodically exceed the total switching current of the
interferometer. (a) The zeroth lobe (Bk ¼ 0) with Ib ¼ 2 nA
showed a π phase shift in the o state relative to the e state,
indicating a π junction. (b) Same as (a) except in the first lobe
(Bk ¼ 120 mT) with Ib ¼ 1.7 nA, showing no phase shift as a
function of Vdot.
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FIG. 4. Differential resistance dV=dIb of the interferometer as a
function of bias current Ib and perpendicular magnetic field B⊥,
(a),(c) in the zeroth lobe, along cuts through the eðoÞ state [red
(blue) marks in Fig. 3(a)], showing relative π phase shift, and (b),
(d) in the first lobe, along cuts through the eðoÞ state [red (blue)
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are comparable. (e) Relative phase shift of π between e state (red)
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the e state (red) and o state (blue) in the first lobe (Bk ¼ 0), where
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lobe (Bk ¼ 120 mT).
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(a),(c) in the zeroth lobe, along cuts through the eðoÞ state [red
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Nonstandard symmetry classes in mesoscopic normal-superconducting hybrid structures
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Normal-conducting mesoscopic systems in contact with a superconductor are classified by the symmetry
operations of time reversal and rotation of the electron’s spin. Four symmetry classes are identified, which
correspond to Cartan’s symmetric spaces of type C , CI, D , and DIII. A detailed study is made of the systems
where the phase shift due to Andreev reflection averages to zero along a typical semiclassical single-electron
trajectory. Such systems are particularly interesting because they do not have a genuine excitation gap but
support quasiparticle states close to the chemical potential. Disorder or dynamically generated chaos mixes the
states and produces forms of universal level statistics different from Wigner-Dyson. For two of the four
universality classes, the n-level correlation functions are calculated by the mapping on a free one-dimensional
Fermi gas with a boundary. The remaining two classes are related to the Laguerre orthogonal and symplectic
random-matrix ensembles. For a quantum dot with a normal-metal–superconducting geometry, the weak-
localization correction to the conductance is calculated as a function of sticking probability and two perturba-
tions breaking time-reversal symmetry and spin-rotation invariance. The universal conductance fluctuations are
computed from a maximum-entropy S-matrix ensemble. They are larger by a factor of 2 than what is naively
expected from the analogy with normal-conducting systems. This enhancement is explained by the doubling of
the number of slow modes: owing to the coupling of particles and holes by the proximity to the superconduc-
tor, every cooperon and diffusion mode in the advanced-retarded channel entails a corresponding mode in the
advanced-advanced ~or retarded-retarded! channel. @S0163-1829~97!04001-0#

I. INTRODUCTION

Following the early work of Wigner,1 Dyson in his classic
1962 paper2 classified complex many-body systems such as
atomic nuclei according to their fundamental symmetries.
Arguing on mathematical grounds, he proposed the existence
of three symmetry classes, which are distinguished by their
behavior under reversal of the time direction and by their
spin. The statistical properties of these classes are described
by three random-matrix models, called the Gaussian or-
thogonal, unitary, and symplectic ensembles ~GOE, GUE,
and GSE!. Dyson’s classification scheme has since proved
very far reaching. Although atomic nuclei display only GOE
statistics, physical realizations of the other two classes were
later found in chaotic and disordered single-electron systems
subject to a magnetic field ~GUE! or to spin-orbit scattering
~GSE!.
By standard arguments, Wigner-Dyson statistics applies

to the ergodic limit, i.e., to times long enough for the degrees
of freedom to equilibrate and fill the available phase space
uniformly. More specifically, in the context of disordered
mesoscopic systems the ergodic limit is reached for times
larger than the diffusion time L2/D , where D is the diffusion
constant and L the linear extension of the system. By the
uncertainty relation, the ergodic limit corresponds to the en-
ergy range below the Thouless energy \D/L2.
One may ask whether the level statistics of disordered or

chaotic single-particle systems in the ergodic limit must al-
ways be Wigner-Dyson or whether different statistics is pos-
sible. The answer is that Wigner-Dyson statistics is generic
and universal as long as the statistics is required to be sta-
tionary under shifts of the energy. ~This can be understood
from the mapping on a nonlinear s model.3! However, if the

stationarity condition is relaxed and additional symmetries
are imposed, new universality classes may arise. This hap-
pens, for instance, when a massless Dirac particle is placed
in a random gauge field. Because the Dirac operator D anti-
commutes with g5 in the chiral ~or massless! limit, its matrix
is block off-diagonal in the eigenbasis of g5 . As a result, the
eigenvalues of D are either zero or come in pairs ~l,2l!.
The average spectral density of D close to zero is nonstation-
ary but universal and is of relevance for the physics of QCD
at low energies. It is determined by one of three so-called
chiral Gaussian ensembles, where different ensembles corre-
spond to different choices of the gauge group and the num-
ber of flavors.4 These ensembles have appeared in the con-
text of disordered single-electron systems, too.5
In the present paper we introduce and analyze four addi-

tional Gaussian random-matrix ensembles, which share
many striking similarities with the chiral ones but are de-
monstrably distinct. The universality classes they describe
are realized in mesoscopic normal-metal–superconducting
~NS! systems, i.e., in microstructures composed of a metallic
part in contact with one or several superconducting regions.
Just as in the classic Wigner-Dyson case, the universality
classes are distinguished by their behavior under time rever-
sal and rotation of the ~electron’s! spin. The four new classes
together with the six known ones add up to a grand total of
ten. We have reasons to believe that this exhausts the number
of possible universality classes in disordered single-particle
systems and none else will be found. ~More precisely speak-
ing, by universality classes we here mean infrared
renormalization-group fixed points describing an ergodic
limit.! Some of our ideas were anticipated in Refs. 7 and 8.
The prototype of the kind of system6 we are going to

study is depicted in Fig. 1. A metallic ~i.e., normal-
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conducting! quantum dot is put in contact, via potential bar-
riers, with two superconducting regions. Several leads are
attached for the purpose of making current and voltage mea-
surements. The metallic quantum dot may or may not be
disordered. In the latter case we assume its geometric shape
to be such that the classical motion of a single electron inside
it is chaotic. The quantum dot may be pierced by a magnetic
flux of the order of one or several flux quanta, and there may
exist some impurity atoms causing spin-orbit scattering. The
temperature is so low that the electron’s phase coherence
length exceeds the size of the quantum dot by far.
The characteristic feature that distinguishes this kind of

quantum dot from more conventional mesoscopic systems, is
the possibility for two electrons to tunnel through the poten-
tial barrier at the NS interface, thereby adding a Cooper pair
to ~or removing it from! the superconducting condensate. An
equivalent statement in single-particle language is that an
electron incident on the NS interface may be retroreflected as
a hole ~and vice versa!. This process of particle-hole conver-
sion, which conserves energy, momentum and spin but vio-
lates charge, is called Andreev reflection.9 In the semiclassi-
cal limit, Andreev reflections give rise to numerous almost-
periodic orbits whose action does not grow but remains of
order \ as the length of the orbit increases.10 The existence
of these orbits modifies the mean density of states ~Weyl
term! of the quantum dot without leads: in general, an exci-
tation gap opens up and we arrive at the ‘‘boring’’ situation
where the vicinity of the chemical potential is devoid of
single-particle states. However, by tuning the phase differ-
ence of the order parameters of the two superconducting re-
gions to the special value p, we can make the gap close.
More generally, we expect quasiparticle excitations to exist
right at the chemical potential whenever the phase shift in-
curred during Andreev reflection vanishes on average over
the NS-interfacial region. Disorder or dynamically generated
chaos mixes the states and creates a universal spectral region
close to the chemical potential. Its width is determined by the
energy uncertainty which is caused by the coupling of par-
ticles and holes by Andreev reflection. It is this very region
and its consequences for the transport properties that we are
going to study in the present paper.
The organization of the paper is as follows. Mesoscopic

independent-quasiparticle systems are classified according to
their behavior under time reversal and spin rotations in Sec.
II. Having specified the required dynamical input in Sec. III
we formulate the appropriate random-matrix ensembles in
Sec. IV. In Sec. V we discuss the spectral statistics of an
isolated system, using first the Dyson-Mehta orthogonal

polynomial method and then diagrammatic perturbation
theory. The latter method easily extends to the calculation of
the transport properties of an open system. In Sec. VII we
work out the weak-localization correction to the average con-
ductance and in Sec. VIII the universal conductance fluctua-
tions. Our conclusions are presented in Sec. IX.

II. SYMMETRY CLASSIFICATION

The treatment of this paper is based on the BCS Hamil-
tonian in the Hartree-Fock-Bogoliubov mean-field approxi-
mation:

Ĥ5E ddxS (
s ,t5" ,#

cs
†hstct1Dc"

†c#
†1D*c#c"D ,

h5~p2eA!2/2m1V1USO•s3~p2eA!2m .

Here V(x) is a scalar potential which may have a random
component, and D(x) is the pairing field. The presence of a
magnetic vector potential A(x) breaks time-reversal symme-
try while the spin-orbit field USO(x) breaks invariance under
rotations of the electron’s spin. m is the chemical potential.
The second-quantized Hamiltonian Ĥ can be rewritten in

an equivalent first-quantized form by the Bogoliubov-
deGennes ~BdG! formalism. For our purposes it is conve-
nient to introduce some generic orthonormal basis of single-
electron states ua&, where a is a multiindex that combines the
orbital and spin quantum numbers of the electron. If N is the
number of orbital states used, a runs from 1 to 2N . Let ca

†

and cb be the usual creation and annihilation operators obey-
ing the canonical anticommutation relations ca

† cb1cbca
†

5dab . The Hamiltonian Ĥ can be written

Ĥ5(
ab

~habca
† cb1 1

2Dabca
† cb
†1 1

2Dab* cbca!.

Hermiticity requires hab5hba* , and the matrix elements Dab
must be antisymmetric by Fermi statistics: Dab52Dba . Now
we write Ĥ in the form ‘‘row multiplies matrix multiplies
column’’:

Ĥ5
1
2 ~c† c!S

h D

2D* 2hTD S
c
c†D 1const. ~1!

In this way every Hamiltonian Ĥ is uniquely assigned to a
4N34N matrix H,

H5S
h D

2D* 2hTD . ~2!

The eigenvalue problem for H is known as the Bogoliubov-
deGennes equations. We refer to H as the ‘‘BdG Hamil-
tonian’’ for short.
The first-quantized Hamiltonian H acts in an enlarged

space, namely the tensor product of the physical space C2N
~orbitals and spin! with an extra degree of freedom C2, which
we call the ‘‘particle-hole space.’’ Note however that the
‘‘particles’’ and ‘‘holes’’ of the BdG formalism are not the
particle and hole states of a degenerate Fermi gas. Indeed,
the matrix h already acts on all of the single-electron states,
which have energies either above or below the chemical po-

FIG. 1. Metallic quantum dot (N) in contact with two supercon-
ducting regions (S). The dot is separated from the leads (L) by a
tunnel barrier (T).
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we call the ‘‘particle-hole space.’’ Note however that the
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particle and hole states of a degenerate Fermi gas. Indeed,
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We study the proximity effect between an s-wave superconductor and the surface states of a strong
topological insulator. The resulting two-dimensional state resembles a spinless px ! ipy superconductor,
but does not break time reversal symmetry. This state supports Majorana bound states at vortices. We
show that linear junctions between superconductors mediated by the topological insulator form a
nonchiral one-dimensional wire for Majorana fermions, and that circuits formed from these junctions
provide a method for creating, manipulating, and fusing Majorana bound states.
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Excitations with non-Abelian statistics [1] are the basis
for the intriguing proposal of topological quantum compu-
tation [2]. The simplest non-Abelian excitation is the zero
energy Majorana bound state (MBS) associated with a
vortex in a spinless px ! ipy superconductor [3–6]. The
presence of 2N vortices leads to a 2N-fold ground state
degeneracy. Braiding processes, in which the vortices are
adiabatically rearranged, perform nontrivial operations in
that degenerate space. Though MBSs do not have the
structure necessary to construct a universal quantum com-
puter [7], the quantum information encoded in their degen-
erate states is topologically protected from local sources of
decoherence [8].

MBSs have been proposed to exist as quasiparticle ex-
citations of the ! " 5=2 quantum Hall effect [1,3], in the
cores of h=4e vortices in the p-wave superconductor
Sr2RuO4 [9] and in cold atoms [10,11]. In this Letter we
show that the proximity effect between an ordinary s-wave
superconductor and the surface of a strong topological
insulator (TI) [12–15] leads to a state that hosts MBSs at
vortices. We then show that a linear superconductor—
TI—superconductor (STIS) junction forms a nonchiral
1D wire for Majorana fermions. Such junctions can be
combined into circuits, which allow for the creation, ma-
nipulation, and fusion of MBSs.

A strong TI is a material with an insulating time reversal
invariant band structure for which strong spin orbit inter-
actions lead to an inversion of the band gap at an odd
number of time reversed pairs of points in the Brillouin
zone. Candidate materials include the semiconducting al-
loy Bi1#xSbx, as well as HgTe and "-Sn under uniaxial
strain [15]. Strong TIs are distinguished from ordinary
insulators by the presence of surface states, whose Fermi
arc encloses an odd number of Dirac points and is asso-
ciated with a Berry’s phase of #. In the simplest case, there
is a single nondegenerate Fermi arc described by the time
reversal invariant Hamiltonian

 H0 "  y$#iv ~$ %r#%& : (1)

Here  " $ ";  #&T are electron field operators, ~$ "

$$x;$y& are Pauli spin matrices, and % is the chemical
potential. H0 can only exist on a surface because it violates
the fermion doubling theorem [16]. The topological metal
is essentially half of an ordinary 2D electron gas.

Suppose that an s-wave superconductor is deposited on
the surface. Because of the proximity effect, Cooper pairs
can tunnel into the surface states. This can be described by
adding V " ! y"  

y
# ! H:c: to H0, where ! " !0ei& de-

pends on the phase & of the superconductor and the nature
of the interface [17]. The states of the surface can then be
described by H " "yH"=2, where in the Nambu nota-
tion " " !$ ";  #&; $ y# ;# y" &"T and

 H " #iv'z$ %r#%'z !!0$'x cos&! 'y sin&&:
(2)

~' are Pauli matrices that mix the  and  y blocks of ".
Time reversal invariance follows from '#;H ( " 0, where
# " i$yK and K is complex conjugation. Particle hole
symmetry is expressed by $ " $y'yK, which satisfies
f$;H g " 0. When ! is spatially homogeneous, the exci-

tation spectrum is Ek " )
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
$)vjkj#%&2 ! !2

0

q
. For

%* !0, the low energy spectrum resembles that of a
spinless px ! ipy superconductor. This analogy can be
made precise by defining ck " $ "k ! ei(k #k&=

!!!
2
p

for
k " k0$cos(k; sin(k& and vk0 +%. The projected
Hamiltonian is then

P
k$vjkj#%&cykck ! $!ei(kcykc

y
#k !

H:c:&=2. Though this is formally equivalent to a spinless
px ! ipy superconductor, there is an important difference:
H respects time reversal symmetry, while the px ! ipy
superconductor does not.

It is well known that a h=2e vortex in a px ! ipy
superconductor leads to a MBS [3]. This suggests that for
%* !0 a similar bound state should exist for (2). The
bound states at a vortex are determined by solving the
Bogoliubov–de Gennes (BdG) equation H) " E) in
polar coordinates with !$r;(& " !0$r&e)i(. A zero energy
solution exists for any %. The algebra is simplest for % "
0, where the zero mode has the form
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 !!0 "r;"# $ #!e%
R
r
0
dr0!0"r0#=v; (3)

with #& $ !"0; i#; "1; 0#"T and #% $ !"1; 0#; "0;%i#"T .
Another feature of px & ipy superconductors is the

presence of chiral edge states [3,18,19]. With time reversal
symmetry, chiral edge states cannot occur in our system.
The surface—which itself is the boundary of a three-
dimensional crystal—cannot have a boundary. By break-
ing time reversal symmetry, however, a Zeeman field can
introduce a mass term M$z into (1) and (2), which can
open an insulating gap in the surface state spectrum. By
solving (2) we find that the interface between this insulat-
ing state and the superconducting state has chiral Majorana
edge states. This could possibly be realized by depositing
superconducting and insulating magnetic materials on the
surface to form a superconductor-TI-magnet junction. It is
interesting to note that for spinless electrons the px & ipy
superconductor violates time reversal, while the vacuum
does not. For our surface states it is the insulator that
violates time reversal. A related effect could also occur
at the edge of a two-dimensional TI [20–22], which is
described by (1) and (2) restricted to one spatial dimen-
sion. At the boundary between a region with superconduct-
ing gap !%x and a region with insulating gap M$z we
find a MBS, analogous to the end states discussed in
Refs. [23,24]. In the following we will focus on STIS
junctions, which can lead to nonchiral one-dimensional
Majorana fermions, as well as MBSs.

Consider a line junction of width W and length L! 1
between two superconductors with phases 0 and & in
contact with TI surface states. We analyze the Andreev
bound states in the surface state channel between the
superconductors by solving the BdG equation with
!"x; y# $ !0ei& for y >W=2, !0 for y <%W=2, and 0
otherwise. The calculation is similar to Titov, Ossipov, and
Beenakker’s [25] analysis of graphene superconductor-
normal-superconductor (SNS) junctions, except for the
important difference that graphene has four independent
Dirac points, while we have only one. For W ' v=!0
there are two branches of bound states, which disperse
with the momentum q in the x direction. For W $ ' $ 0
we find

 E!"q# $ !(v2q2 & !2
0cos2"&=2#)1=2: (4)

For & $ ( the spectrum is gapless. It is useful to con-
struct a low energy theory, for q* 0 and & $ (% ).
Finite W and ' can then easily be included. We first solve
the BdG equation for the two E $ 0 modes *a$1;2"y# at
q $ 0 and & $ (. It is useful to choose them to satisfy
"*a $ *a. Up to a normalization they may be written

 *1 ! i*2 $ !"1;!i#; "!i;%1#"Te!i'y=v%
Rjyj

0
d~y!0"~y#=v: (5)

We next evaluate h*ajq$x%zj*bi and h*aj)!0""y%
W#%yj*bi to obtain the ‘‘k + p’’ Hamiltonian,

 

~H $ %i~v%x@x & +%y; (6)

where ~v $ v(cos'W & "!0='# sin'W)!2
0="'2 & !2

0#
and + $ !0 cos"&=2#. The Pauli matrices %x;yab act on *a
and are different from those in (2). In this basis # $ i%yK
and " $ K. ~H resembles the Su-Schrieffer-Heeger (SSH)
model [26]. However, unlike that model, the E!"q# states
are not independent, and the corresponding Bogoliubov
quasiparticle operators satisfy ,&"q# $ ,%"%q#y. The
system is thus half a regular 1D Fermi gas, or a nonchiral
‘‘Majorana quantum wire.’’

Below it will be useful to consider junctions that bend
and close. When a line junction makes an angle " with the
x axis, the basis vectors (5) are modified according to *a !
ei$z"=2*a. ~H , however, is unchanged even when ""x#
varies. On a circle, *a changes sign when " advances by
2(. Therefore, eigenstates of ~H must obey antiperiodic
boundary conditions, ’"0# $ %’"2(#.

Next consider a trijunction, where three superconductors
separated by line junctions meet at a point, as in Fig. 1(c).
When &k$1;2 is in the shaded region of Fig. 1(d), a MBS
exists at the junction. Though the general BdG equation
cannot be solved analytically, this phase diagram can be
deduced by solving special limits. When &k $ 0, there is
no bound state. Another solvable limit is when three line
junctions with W $ 0 are oriented at 120,, and &k $
!k"2(=3#. This is a discrete analog of a ! vortex with
C3 symmetry, and is indicated by the circles in Fig. 1(d).
For ' $ 0 we find a MBS identical to (3) with the ex-
ponent replaced by %!0n̂ + r=v. Here n̂ is a constant unit
vector in each superconductor that bisects the angle be-
tween neighboring junctions. The MBS cannot disappear
when &k are changed continuously unless the energy gap
closes. The phase boundaries indicated in Fig. 1(d) there-
fore follow from the solution of the line junction and occur
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A key challenge in fabrication of superconductor (S)-semiconductor (Sm) hybrid devices is forming highly
transparent contacts between the active electrons in the semiconductor and the superconducting metal. In this
work, we show that a near perfect interface and a highly transparent contact can be achieved using epitaxial growth
of aluminum on an InAs two-dimensional electron system. We demonstrate that this material system, Al-InAs,
satisfies all the requirements necessary to reach into the topological superconducting regime by individual
characterization of the semiconductor two-dimensional electron system, superconductivity of Al, and performance
of S-Sm-S junctions. This exciting development might lead to a number of useful applications ranging from
spintronics to quantum computing.

DOI: 10.1103/PhysRevB.93.155402

Progress in the emergent field of topological supercon-
ductivity relies on synthesis of new material combinations,
combining superconductivity, low density, and spin-orbit
coupling (SOC). For example, theory [1–4] indicates that
the interface between a one-dimensional (1D) semiconductor
(Sm) with strong SOC and a superconductor (S) hosts Ma-
jorana modes with nontrivial topological properties [2,5–7].
Recently, epitaxial growth of Al on InAs nanowires was shown
to yield a high-quality S-Sm system with uniformly transparent
interfaces [8] and a hard induced gap, indicted by strongly
suppressed subgap tunneling conductance [9]. Here, we report
the realization of a two-dimensional (2D) InAs/InGaAs het-
erostructure with epitaxial Al, yielding a planar S-Sm system
with structural and transport characteristics as good as the
epitaxial wires. The realization of 2D epitaxial S-Sm systems
represent a significant advance over wires, allowing extended
networks via top-down processing. Among numerous potential
applications, this new material system can serve as a platform
for complex networks of topological superconductors with
gate-controlled Majorana zero modes [1–4]. We demonstrate
gateable Josephson junctions and a highly transparent 2D
S-Sm interface based on the product of excess current and
normal state resistance.

The recent focus on topological states in solid state systems
has revealed new directions in condensed matter physics
with potential applications in topological quantum information
[10,11]. In an exciting development, it was realized one could
readily engineering an effective one-dimensional (1D) spinless
superconductor using the proximity effect from conventional
superconductors (Al, Nb) in nanowires with strong SOC
(InAs, InSb), and that Majorana zero modes would naturally
emerge at the ends of the wire [1,3,4,12]. First experiments
on nanowires grown by chemical vapor deposition (CVD)
revealed striking evidence of Majorana zero modes states

[13–18]. In order to eventually move beyond demonstrations
of braiding [19–22], to larger-scale Majorana networks [19], it
is likely that a top-down patterning approach will be needed.
Molecular beam epitaxy (MBE) growth of large-area 2D S-Sm
systems can form the basis for such an approach, but to date
have not been available.

Narrow band-gap semiconductors such as InAs and InSb are
natural choices for the Sm component due to large g factors
and strong SOC, which are important for the stability of an
emergent topological phase in S-Sm heterostructures, with
the topological gap proportional to the SOC strength [23].
There are, however, significant challenges in growing high
quality quantum wells in these systems. The lack of insulating
lattice-matched substrates and difficulty in device fabrication,
compared to well-developed GaAs material system, has
restricted their use in mesoscopic devices. Nevertheless, it has
long been known [24] that surface level pinning in InAs could
allow for fabrication of transparent contact to superconductors
and high quality S-Sm-S devices have been reported using
in-situ ion milling of the native oxide [25,26]. In this work, we
adopt a different approach by growing epitaxial layers of Al
on 2D InAs/InGaAs quantum wells. These systems represent
the ideal scenario in achieving a flat, abrupt and impurity-free
interface [27,28]. We show that our material system, Al-InAs,
satisfies all the requirements necessary to reach the topological
superconducting regime.

The recipe for creating a hybrid system that supports
topological superconductivity requires a balance between
proximity and segregation of constituent materials [29]. The
interface must allow electrons to inherit superconducting cor-
relations from the s-wave superconductor while retaining large
SOC and large g factor from the semiconductor. This balance
depends on how the electron wave function resides in both
materials. Theory [30] suggests that the average time spent by
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We model theoretically a two-dimensional electron gas (2DEG) covered by a superconductor and
demonstrate that topological superconducting channels are formed when stripes of the superconducting
layer are removed. As a consequence, Majorana bound states (MBSs) are created at the ends of the stripes.
We calculate the topological invariant and energy gap of a single stripe, using realistic values for an InAs
2DEG proximitized by an epitaxial Al layer. We show that the topological gap is enhanced when the
structure is made asymmetric. This can be achieved either by imposing a phase difference (by driving a
supercurrent or using a magnetic-flux loop) over the strip or by replacing one superconductor by a metallic
gate. Both strategies also enable control over the MBS splitting, thereby facilitating braiding and readout
schemes based on controlled fusion of MBSs. Finally, we outline how a network of Majorana stripes can
be designed.
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Majorana bound states (MBSs) are states localized at the
edges of topological superconductors [1–4]. They have
nonlocal properties that may be utilized for storage and
manipulation of quantum information in a topologically
protected way [5–7]. However, the realization of MBSs
requires superconducting p-wave pairing, which appears
only in exotic materials. Therefore, there is currently a
search for ways to engineer p-wave pairing by combining
s-wave superconductors with strong spin-orbit materials.
Recent experiments looked for evidence of MBSs in, for
example, semiconducting nanowires [8–14], topological
insulators [15], and magnetic atom chains [16,17]. These
systems may also allow demonstration experiments of the
nonlocal properties of MBSs, for example, using recent
suggestions for controlling MBSs in prototypical architec-
tures [18–23]. However, to go beyond basic demonstration
experiments, a scalable and flexible platform for large-scale
MBS networks is needed.
Here, we suggest one such flexible platform based on a

two-dimensional electron gas (2DEG) with strong spin-
orbit coupling in proximity to a superconductor [24]. Such
structures, reviewed in Ref. [25], have been realized by
contacting InAs surface inversion layers [26,27] or InAs/
InGaAs heterostructures [28,29] with superconducting Nb
or Al. Recently, it has become possible to grow an Al top
layer epitaxially [24], forming a clean interface with the
2DEG. The proximitized 2DEG (denoted by pS) develops a
hard superconducting gap as revealed by experiments on
pS-N quantum point contacts [30] or gateable pS-N-pS
junctions [24] with clear signatures of multiple Andreev
reflection [31] and nontrivial Fraunhofer patterns [32]. The
transport properties of these structures have been studied
extensively [25], but their potential as a MBS platform
has not.

We show how to design and control MBSs in a pS
system with a stripe of the superconducting layer removed
to form an effective one-dimensional topological super-
conductor. This forms a pS-N-pS junction as sketched in
Fig. 1(a), which can be fabricated by standard lithographic
techniques. We show, similar to other semiconductor-based
setups [33–37], that this system undergoes several topo-
logical phase transitions when increasing a magnetic field
parallel to the stripe for parameters readily available in the
lab. We base our findings on a numerical tight-binding
calculation of the energy spectrum, the topological invari-
ant, as well as transport calculations [38]. We discuss how

FIG. 1. Illustration of a stripe hosting MBSs in a 2DEG-based
platform. Panel (a) shows the device with the superconducting
layer removed along a stripe, and point contacts formed at the
ends to facilitate tunneling spectroscopy of the MBSs shown
in (b), where the probability density [38] Pðnx; nyÞ of the MBS
wave function is plotted. The calculation is done on a lattice
with Nx ¼ 260 and Ny ¼ 160 sites, and the parameters are
EZ ¼ 200 μeV, ΓL ¼ ΓR ¼ 180 μeV, α ¼ 1.42 × 10−4c, μ ¼ 0,
LL ¼ LR ¼ 1 μm, LM ¼ 250 nm, LY ¼ 4 μm, m$ ¼ 0.023me,
and φL ¼ φR ¼ 0.
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We consider a two-dimensional electron gas with strong spin-orbit coupling contacted by two
superconducting leads, forming a Josephson junction. We show that in the presence of an in-plane
Zeeman field, the quasi-one-dimensional region between the two superconductors can support a
topological superconducting phase hosting Majorana bound states at its ends. We study the phase diagram
of the system as a function of the Zeeman field and the phase difference between the two superconductors
(treated as an externally controlled parameter). Remarkably, at a phase difference of π, the topological
phase is obtained for almost any value of the Zeeman field and chemical potential. In a setup where the
phase is not controlled externally, we find that the system undergoes a first-order topological phase
transition when the Zeeman field is varied. At the transition, the phase difference in the ground state
changes abruptly from a value close to zero, at which the system is trivial, to a value close to π, at which the
system is topological. The critical current through the junction exhibits a sharp minimum at the critical
Zeeman field and is therefore a natural diagnostic of the transition. We point out that in the presence of a
symmetry under a mirror reflection followed by time reversal, the system belongs to a higher symmetry
class, and the phase diagram as a function of the phase difference and the Zeeman field becomes richer.

DOI: 10.1103/PhysRevX.7.021032 Subject Areas: Condensed Matter Physics,
Mesoscopics, Superconductivity

I. INTRODUCTION

Since the realization of two-dimensional topological
insulators a decade ago, a plethora of new phases of matter
with nontrivial topology in one, two, and three dimensions
have been discovered in experiment. Considerable exper-
imental and theoretical effort has been dedicated to the
study of zero-energy Majorana bound states which arise in
topological superconductors as edge states in one dimen-
sion or bound to vortices in two dimensions [1,2].
Advances in nanotechnology and the prospect of using
Majorana states as building blocks of topological quantum
computers have triggered intense experimental efforts to
realize and characterize them in one-dimensional systems
[3–6]. More recently, two-dimensional electron gases
(2DEGs) with induced superconductivity [7–10] have
emerged as a contender for topological superconductivity.
A key challenge for existing one-dimensional platforms

such as proximitized semiconductor nanowires [11] or
atomic chains [12] is to develop networks that allow
braiding of multiple Majorana states. An alternative route
towards realizing a scalable architecture is to pattern a
network of one-dimensional channels into a proximitized
2DEG using gates [7,10]. While this approach offers great

flexibility in designing networks, it may be cumbersome
to drive many channels individually into a topological
regime via local gates employing additional local probes.
Moreover, gates may change the shape of the channel or
physical parameters such as spin-orbit coupling, and their
effect is strongly influenced by the electrostatic properties
of the nearby superconductors [13].
Here, we pursue a different strategy to realize Majorana

bound states in an effectively one-dimensional system,
motivated by recent experiments on Josephson junctions
in proximity-coupled 2DEGs [7–10]. Carriers with energies
below the superconducting gap are trapped in the quasi-one-
dimensional junction region between two superconducting
leads as depicted in Fig. 1. In the presence of a Zeeman field,
the junction can enter a topological superconducting phase
akin to the one in proximitized nanowires, and Majorana
bound states appear at the ends of the junction.
A key advantage of this setup is that the lateral dimension

allows for additional experimental knobs such as a phase
difference or a supercurrent across the junction [14]. One of
the central results of thiswork is that a phase bias can induce a
robust topological phase in the junction. Most strikingly, in
the absence of normal reflection, junctions at a phase
difference of π host Majorana states, to a large extent,
independently of parameters such as chemical potential,
Zeeman field, width of the junction, or induced pairing
strength, as long as the gap in the bulk 2DEG does not close.
Moreover, the phase difference can be used as a powerful
switch that changes the topology of the entire phase space
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States at subgap energies are confined to the quasi-one-
dimensional junction between the two superconducting
leads. Under suitable conditions, the junction can enter a
one-dimensional (1D) topological superconducting phase.
We emphasize that the two-dimensional leads remain trivial
s-wave superconductors throughout this paper even when
the junction is in the topological regime. In fact, the model
in Eq. (1) is insufficient to describe a two-dimensional
topological superconductor, which requires either an out-
of-plane Zeeman field [15] or a Dresselhaus spin-orbit
interaction [16].
In this paper, we study two experimental configurations

in which the model described by Eq. (1) and Fig. 1(a) may
be realized. In the first configuration, the phase across the
junction is a parameter controlled externally by applying a
current or a magnetic flux. In the second configuration, the
phase is left to self-tune so as to minimize the ground-state
energy. For the first configuration, we calculate the phase
diagram as a function of the phase across the junction and
the Zeeman field, while for the second configuration, we
identify the conditions under which the system self-tunes to
a topological phase. We find that the critical current of the
junction can be used as a probe for the transitions between
topological and trivial phases.
We start by evaluating the topological index for particle-

hole symmetric systems in class D. As we shall see in
Sec. III B, the model has a higher symmetry involving a
combination of mirror reflection and time reversal that places
it into the BDI class. Each topological (trivial) region in the
phase diagram of class D will be split into subregions with an
odd (even) Z invariant [23–25]. Breaking this symmetry
stabilizes the topological phase with a single Majorana
bound state at each end. Note also that in the absence of
a Zeeman field and at a phase difference of 0 or π, the system
is time-reversal symmetric and, therefore, belongs to class
DIII. It was previously shown that Josephson junctions at a

phase difference of π can realize a time-reversal-invariant
topological superconducting phase, hosting Kramers pairs of
Majorana modes at its ends [27–29]. However, this requires
a spatially nonuniform spin-orbit coupling in the 2DEG,
unlike the one present in our model.
To determine whether our one-dimensional system is in

the topological phase of class D, we consider a configuration
with periodic boundary conditions in the x direction. As
analyzed in the seminal work by Kitaev [30], the topological
invariant is then given by the fermion parity of the ground
state of Hðkx ¼ 0Þ. Note that at kx ¼ 0, spin along the x
direction is conserved by the Hamiltonian in Eq. (1) and the
spin-orbit coupling can be gauged away by substituting
∂y → ∂y þ imασx. We arrive at the effective Hamiltonian

H0¼ð−∂2
y=2m−μÞτzþEZðyÞσxþΔðyÞτþþΔðyÞ%τ−: ð4Þ

The subgap spectrum of H0 as the phase difference ϕ is
varied is shown in Fig. 1(b). For simplicity of presentation,
we assume here a narrow junction in the Andreev limit
μ ≫ Δ, with vanishing normal reflection. When the phase
difference between the superconductors is zero, the system is
trivial, and thus the number of occupied states at kx ¼ 0 is
even. For vanishing Zeeman field, the spectrum as a function
of ϕ is twofold degenerate. The number of occupied states is,
therefore, even for all values of ϕ, and the system remains
trivial as ϕ is varied. At nonzero fields, the degeneracy is
split. In this case, as the phase difference is varied, a single
gap closing occurs for some 0 < ϕ1ðEZ;JÞ < π. At this gap
closing, the parity of the number of the occupied states
changes, and the system undergoes a transition into the
topological phase. As the phase is varied further, another gap
closing occurs at ϕ2 ¼ 2π − ϕ1 and the system undergoes a
transition back into the trivial phase. The system is therefore
in the topological superconducting phase for ϕ1 < ϕ < ϕ2.

FIG. 1. (a) A Josephson junction is formed in a 2DEG with Rashba spin-orbit coupling by proximity coupling it to two s-wave
superconductors with relative phase difference ϕ. An in-plane magnetic field is applied parallel to the interface between the normal and
the superconducting regions. (b) The bound-state spectrum in a narrow junction for kx ¼ 0. The spectrum in the absence of a Zeeman
field is twofold degenerate and is indicated by the grey lines. In the presence of the Zeeman field, the spectrum for the two spin states
(plotted in red and blue) is split, allowing for the appearance of a topological phase. (c) Phase diagram as a function of the Zeeman field
in the junction, EZ;J , given in units of the Thouless energy ET ¼ ðπ=2ÞvF=W and the phase difference ϕ. The solid lines are the phase
boundaries in the absence of any normal backscattering at the superconducting-normal interface, while the dashed lines correspond to a
junction transparency of 0.75 and a phase kFW þ φN ¼ 3π=8 as defined in Sec. III A. The arrows indicate the range of ϕ values between
the two zero energy crossings in (b) for which the system is topological.
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phase can now be obtained for some range of Zeeman fields
at ϕ ¼ 0 (ϕ ¼ π). Because of the dependence of ~ϕ on kF,
the finite reflection amplitude will result in oscillatory
modulations of the phase boundaries as a function of μ, as
we show in Fig. 3.
So far, we have neglected the effect of the Zeeman field

in the lead, which limits the realization of a topological
phase to junctions wide enough that ET ∼ EZ;J. In the
presence of a sizable Zeeman effect in the lead, a topological
phase may be accessible even in much narrower junctions
where ET greatly exceeds experimentally realizable Zeeman
fields. The zero-energy solutions of Eq. (6) then read

EZ;L ¼ Δ cos
!
π
2

EZ;J

ET
" ϕ

2

"
: ð9Þ

In the limit of a narrow junction with EZ;J ≪ ET , the first
term inside the cosine can be neglected. The corresponding
phase diagram is shown in Fig. 4. The topological phase is
limited to EZ;L < Δ, as larger Zeeman fields drive the leads
into a gapless regime.
Inside the gapped regime, the system always remains

trivial (topological) at ϕ ¼ 0 (ϕ ¼ π) because of the
degeneracy of the spectrum at these values of the phase
difference. In the presence of normal reflection, the phase
difference ϕ in Eq. (9) is replaced by ~ϕ defined in Eq. (8).

The corresponding phase boundaries are plotted in Fig. 4 as
dashed lines.

B. Class BDI phase diagram

As mentioned in Sec. II, the model in Eq. (1) possesses
additional symmetries, placing it in the BDI class. In the
absence of a Zeeman field and for a phase difference of π
between the superconductors, the Hamiltonian is time-
reversal symmetric. In addition, it commutes with a mirror
operator with respect to the x-z plane that we define as
My ¼ ðy → −yÞ × iσy. A Zeeman field along x, as well as a
shift of the phase difference away from π, breaks both of
these symmetries but remains symmetric to their product.
We can therefore define an anti-unitary effective time-
reversal operator ~T ¼ MyT, where T ¼ iσyK is the stan-
dard time-reversal operator, with K denoting complex
conjugation, which commutes with the Hamiltonian.
Note that ~T2 ¼ 1. The particle-hole operator, given in
the basis we are using by P ¼ σyτyK, obeys P2 ¼ 1,
and we therefore conclude that our model belongs to the
BDI symmetry class with a Z topological invariant. Note
that the Z2 invariant of class D discussed previously is
determined by the parity of the Z invariant. We therefore
expect that the topological (trivial) regions found previ-
ously will split into subregions with odd (even) Z indices.
To demonstrate this, we use a tight-binding version of

the Hamiltonian in Eq. (1) (see Appendix D 2 for details
of the model) and calculate the BDI invariant following
Ref. [32]. To this end, we bring the chiral symmetry
operator ~C ¼ Myτy to a diagonal form, with 1 in the
upper left block and −1 in the lower right block. In this
basis, the Hamiltonian is purely off-diagonal, and we can
calculate the phase of the determinant of the off-diagonal
part. The invariant is then calculated from the winding of
this phase as kx changes from 0 to π. The phase diagram
obtained for a particular set of parameters is shown in
Fig. 5. We note that although many additional subregions
with various Z indices appear in the phase diagram, a
large Z ¼ 1 gapped region is still present.
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FIG. 3. (a–c) Numerical results for the phase diagram as a
function of the Zeeman field and the chemical potential for
different values of ϕ, obtained using the scattering matrix
approach (see Appendix D 1 for details). The width of the
junction is W ¼ 5ðmΔÞ−1=2. The phase boundaries are deter-
mined by a gap closing at kx ¼ 0. At low chemical potentials,
μ≃ Δ, a finite amount of normal reflection from the super-
conducting leads results in oscillatory modulations of the phase
boundaries as a function of μ. The topological phase significantly
expands as the phase difference between the leads is tuned from 0
to π. (d) Same as (c) but with a rectangular potential barrier at
each interface between lead and junction. The barrier has height
200Δ and width 0.01ðmΔÞ−1=2. This corresponds to a trans-
parency of 0.82 at μ ¼ 10Δ. The presence of a reflecting barrier
leads to stronger modulations of the boundaries.

FIG. 4. Phase diagram as a function of the Zeeman field in the
leads EZ;L and the phase difference ϕ in the limit of a narrow
junction with EZ;J ≪ ET . For EZ;L > Δ, the system becomes
gapless. The solid lines are the phase boundaries in the absence of
any normal backscattering, while the dashed lines correspond to
junction transparency of 0.75 and a phase kFW þ φN ¼ 3π=8.
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above. At the phase transition, the gap at kx ¼ 0 closes, and
it is in fact also close to zero for other kx.
In addition, we calculate the gap numerically using the

scattering matrix approach (see Fig. 8). We consider a
narrow junction with Δ≃ 1=ðmW2Þ and find that a sizable
gap of order Δ can indeed be obtained for ϕ ¼ π with very
weak dependence on the chemical potential.

D. Majorana end modes

In the topological phase, we expect the system to host
Majorana bound states at its ends. To verify the appearance
of these zero-energy bound states in the proposed setup, we
calculate the local density of states (LDOS) close to the
boundaries of the system. To this end, we diagonalize a
tight-binding version of the Hamiltonian in Eq. (1) with
boundaries both along the x and the y dimensions (for
details of the model, see Appendix D 2). The resulting
LDOS as a function of the phase difference is shown in
Fig. 9. Indeed, a zero-energy state is present at the end
of the junction in a finite range of phase differences
around ϕ ¼ π.
Note that in the presence of the effective time-reversal

symmetry discussed in Sec. III B, multiple Majorana bound
states will appear at each end of the system. The number of
zero-energy states in this case will be determined by the
BDI Z invariant.

IV. FIRST-ORDER TOPOLOGICAL PHASE
TRANSITIONS AND THE CRITICAL CURRENT

In this section, we show that if the phase difference is not
imposed externally, the system will self-tune into the
topological phase in a wide range of Zeeman fields.
Using the bound-state spectrum obtained in Sec. III, we
calculate the ground-state energy of the system and the
Josephson current in the junction. We find that at a critical
value of the Zeeman field, the system undergoes a first-
order phase transition, in which the ground state of the
junction switches between values of ϕ corresponding to the
trivial and the topological phases, and that this transition is
accompanied by a minimum of the critical current.
To this end, we need to sum over the contributions of all

kx to the ground-state energy. In the analysis of the gap
presented in Sec. III C, we found that in the limit Δ ≪ μ, as
well as EZ;J ≪ αkF;1=2, and assuming EZ;L ¼ 0 and no
normal reflection, the spectrum for kx < kF;1 is given
by Eq. (10), with ET → ET;iðkxÞ and EZ;J → EZ;J sin θi
(such that the ratio EZ;J=ET is left unchanged). For
kF;1 < kx < kF;2, there is only a single spin species present
in the system, and thus only half of the bound states remain.
We first calculate the ground-state energy and the critical

current in the limit αkF ≪ μ. In this limit, ðkF;2−kF;1Þ=kF ¼
2kSO=kF → 0, and we can therefore neglect the contribution
ofmomenta in the range kF;1 < kx < kF;2.We later relax this
constraint and discuss how the results are altered.

FIG. 8. Induced gap as a function of systemparameters evaluated
in the continuum model using the scattering matrix approach (see
Appendix D 1 for details) for W ¼ 1ðmΔÞ−1=2, mα2 ¼ 9Δ, and
EZ;L ¼ 0. In the left panel, μ=Δ ¼ 20. The diamond-shaped gap
closing lines indicate the boundary between the trivial and the
topological regions. Additional regions of small gap occur in the
vicinity of BDI phase transitions, where the gap closes at nonzero
momenta. In the right panel,ϕ ¼ π, and a sizable topological gap is
obtained in a very broad range of Zeeman fields with hardly any
dependence on the chemical potential.
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FIG. 9. Local density of states at the edge (left panel) and in the
center (right panel) of the junction as a function of energy and
phase difference. In a range around ϕ ¼ π, a Majorana state
forms at the edge. The result is obtained numerically from a tight-
binding model (see Appendix D 2) using the following param-
eters (energies and length are in units of the hopping strength and
lattice spacing): α ¼ 0.5, EZ;J ¼ EZ;L ¼ 0.1, Δ ¼ 0.25, μ ¼
−3.75 (measured from the center of the tight-binding band),
junction width W ¼ 4, width of the superconducting leads
WSC ¼ 8, and length L ¼ 200. We plot a spatial average of
the density of states over a rectangle spanning the entire width of
the junction in the y directions and the first 10 sites from the edge
(left panel) or the most central 10 sites (right panel) in the x
direction. For presentation, the local density of states has been
convoluted with a Gaussian with a standard deviation of 0.02Δ.

TOPOLOGICAL SUPERCONDUCTIVITY IN A PLANAR … PHYS. REV. X 7, 021032 (2017)

021032-9



 

Benefits of Weak Disorder in One-Dimensional Topological Superconductors

Arbel Haim1 and Ady Stern2
1Walter Burke Institute for Theoretical Physics and the Institute for Quantum Information and Matter,

California Institute of Technology, Pasadena, California 91125, USA
2Department of Condensed Matter Physics, Weizmann Institute of Science, Rehovot 7610001, Israel

(Received 13 September 2018; published 29 March 2019)

Majorana bound states are zero-energy modes localized at the ends of a one-dimensional (1D)
topological superconductor. Introducing disorder usually increases the Majorana localization length, until
eventually inducing a topological phase transition to a trivial phase. In this Letter, we show that in some
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more robust. Increasing the disorder further eventually leads to a change of trend and to a phase transition to
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Introduction.—Understanding the effect of unavoidable
disorder on topological superconductivity is of great
interest. Of particular interest is its effect on the localization
length of the zero-energy Majorana bound states (MBSs)
and the critical strength for transition to a trivial state.
Effects of disorder on a spinless single-channel

p-wave superconductor [1,2]—the canonical model for
topological superconductivity (TSC) [3–7]—were previ-
ously studied [8–13]. Disorder was found to increase
the Majorana localization length ξ according to 1=ξ ¼
1=ξ0 − 1=2l, with ξ0 being the localization length (or
coherence length) in the clean limit, and l being the
impurity-induced mean free path [9]. At the critical value
lc ¼ ξ0=2, the localization length diverges leading to a phase
transition to a trivial phase. Accordingly, the critical mean
free time τc is determined by the excitation gap of the clean
system τ−1c ¼ 2Egap [14].
For a multichannel 1D system [15–19], at weak-enough

disorder the behavior is similar to the single-channel case
with monotonically increasing ξ. For stronger disorder,
multiple transitions between trivial and topological occur
at lðnÞc ¼nξ0=ðNþ1Þ, withN the number of channels [16,17].
In this Letter, we study the effect of disorder on a novel

realization of a 1D topological superconductor: a planar
Josephson junction (JJ) implemented in a Rashba two-
dimensional electron gas (2DEG) and subject to in-plane
magnetic field [20–23] (see Fig. 1). We find that in this
system, weak potential disorder causes ξ to decrease [see
Fig. 1(b)]. For strong disorder, the trend eventually
reverses, and the localization length increases back until
finally diverging at the transition to the trivial phase.
Importantly, this transition occurs at a critical disorder
strength τ−1c , which is typically much larger than the gap of
the clean system.

Studying a general low-energy model for a multichannel
TSC, we show that disorder can cause ξ to increase or
decrease, depending on the relative phases of the pairing
potentials in different channels and the structure of the
interchannel impurity scattering (see also Fig. 2). Scattering
between modes of equal-phase pairing potential increases
the “effective” pairing gap, while scattering between modes
of opposite-phase potentials decreases the effective gap.
Because of the p-wave nature of the pairing within each
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FIG. 1. (a) Phase diagram of the planar Josephson junction
Eq. (1) in the clean limit. In the topological phase (Q ¼ −1), the
system supports zero-energy MBSs at each end of the junction.
(b) The Majorana localization length ξ versus the disorder-
induced inverse mean free time τ−1 for different points inside
the topological phase [see markers in (a)]. At weak disorder, ξ
decreases with disorder. For stronger disorder, ξ increases until
eventually diverging at the phase transition to the trivial phase.
Here, ξ is averaged over 100 disorder realizations. The system
parameters are ESO ¼ meα2=2 ¼ 1, Δ0 ¼ 1, μJ ¼ μSC ¼ 2.5,
EZ;SC ¼ 0, lSO ¼ 1=meα ¼ 0.2W, WSC ¼ W. In (b), τ is nor-
malized by the overall gap in the clean system Egap, which is
0.032, 0.032, 0.022, 0.008, and 0.004 for the red, brown, blue,
green, and black plots, respectively. Similarly, ξ is normalized by
that of the clean system ξ0, which is 24W, 34W, 36W, 93W, and
194W, in the same order.
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Evidence of topological superconductivity in planar 
Josephson junctions
Antonio Fornieri1,10, Alexander M. Whiticar1,10, F. Setiawan2, Elías Portolés Marín1, Asbjørn C. C. Drachmann1, Anna Keselman3, 
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Majorana zero modes — quasiparticle states localized at the 
boundaries of topological superconductors — are expected to be 
ideal building blocks for fault-tolerant quantum computing1,2. 
Several observations of zero-bias conductance peaks measured by 
tunnelling spectroscopy above a critical magnetic field have been 
reported as experimental indications of Majorana zero modes in 
superconductor–semiconductor nanowires3–8. On the other hand, 
two-dimensional systems offer the alternative approach of confining 
Majorana channels within planar Josephson junctions, in which the 
phase difference ϕ between the superconducting leads represents an 
additional tuning knob that is predicted to drive the system into the 
topological phase at lower magnetic fields than for a system without 
phase bias9,10. Here we report the observation of phase-dependent 
zero-bias conductance peaks measured by tunnelling spectroscopy 
at the end of Josephson junctions realized on a heterostructure 
consisting of aluminium on indium arsenide. Biasing the junction to 
ϕ ≈ π reduces the critical field at which the zero-bias peak appears, 
with respect to ϕ = 0. The phase and magnetic-field dependence 
of the zero-energy states is consistent with a model of Majorana 
zero modes in finite-size Josephson junctions. As well as providing 
experimental evidence of phase-tuned topological superconductivity, 
our devices are compatible with superconducting quantum 
electrodynamics architectures11 and are scalable to the complex 
geometries needed for topological quantum computing9,12,13.

The Josephson junctions (JJs) studied in this work were fabricated 
from a planar heterostructure comprising a thin Al layer epitaxially cov-
ering a high-mobility InAs two-dimensional electron gas (2DEG)14. As a 
consequence of the highly transparent superconductor–semiconductor 
interface15, a hard superconducting gap is induced in the InAs layer16,17. 
Selectively removing an Al stripe of width W1 and length L1 defines a  
normal InAs region, laterally contacted by superconducting leads, as 
shown in Fig. 1a. Superconducting gaps ∆ exp(±iϕ/2), opening below 
the Al planes on the right-hand and left-hand sides18,19, respectively, con-
fine low-energy quasiparticles within the normal InAs channel. Owing to 
the strong spin–orbit interaction in InAs (ref. 14), together with the lateral 
confinement, the JJ of Fig. 1a is predicted to undergo a topological tran-
sition at high magnetic field B|| parallel to the junction9, with Majorana 
modes isolated from the continuum forming at the end points (crosses in 
Fig. 1a), similarly to conventional nanowires20,21. Most strikingly, phase 
control offers an additional tuning parameter to enter the topological 
regime that has not been explored so far. Biasing the JJ to ϕ = π has been 
predicted to reduce the critical magnetic field of the topological transition, 
and to enlarge its phase boundaries in chemical potential10.

Here we investigate planar JJs such as that in Fig. 1a as a function 
of B||, chemical potential µ and phase difference ϕ. Phase biasing is 
obtained by embedding the JJ in a direct-current superconducting 
quantum interference device (d.c. SQUID) threaded by a magnetic 

flux22. A robust zero-bias peak (ZBP) exhibiting strong dependence 
on ϕ is measured by tunnelling spectroscopy using a laterally coupled 
quantum point contact (QPC), as schematically shown in Fig. 1a. The 
ZBP behaviour is consistent with a Majorana mode in a finite-size top-
ological JJ (see Extended Data Figs. 1, 2).

Figure 1b shows a schematic of our device, which consists of a 
three-terminal asymmetric SQUID with two JJs, labelled 1 and 2, and 
a tunnelling probe coupling to a normal lead on the top end of JJ1. 
Figure 1c shows an electron micrograph in the surroundings of JJ1. 
The junctions are characterized by Josephson critical currents Ic,2 > 
Ic,1, such that the phase difference ϕ across JJ1 can be tuned from 0 to 
∼π by threading the SQUID loop with a magnetic flux Φ (generated 
by the out-of-plane field B⊥) varying from 0 to Φ0/2, where Φ0  = h/2e 
is the superconducting flux quantum (e is the electron charge and h 
the Planck constant). The SQUID is laterally connected to two super-
conducting leads that serve as ground and allow measurement of the 
Josephson critical current of the interferometer (see Extended Data 
Figs. 9 and 10). The SQUID loop is obtained by a combination of deep 
wet etching on the semiconductor heterostructure and selective wet 
etching of the top Al layer. A HfO2 dielectric layer is deposited over the 
entire sample for gate isolation, followed by lift-off of the Ti/Au gate 
structures. Top gates V1 and V2 control the chemical potential in JJ1 
and JJ2, respectively. Split gates deposited at the top end of JJ1 form a 
QPC. In the tunnelling regime, the QPC serves as a spectroscopic probe 
revealing the local density of states of JJ1. The uppermost gate extends 
between the QPC gates and helps in defining a sharp tunnel barrier 
when operated at a voltage Vtop ≈ 0. To ensure a hard superconducting 
gap in high parallel fields, the QPC gates additionally confine the 2DEG 
beneath the narrow Al leads6,7 (see Fig. 1c). We present data for a device 
with W1 = 80, W2 = 40 nm, L1 = 1.6 µm and L2 = 5 µm. The width 
of the superconducting leads is WS1 = WS2 = 160 nm for both JJs, and 
the SQUID loop area is approximately 8 µm2. Data were reproduced 
for two additional devices with W1 = 80 nm and 120 nm respectively 
(other dimensions are the same as before) and presented in Extended 
Data Figs. 5, 7 and 8. Differential conductance G was measured in a 
four-terminal configuration by standard a.c. lock-in techniques in a 
dilution refrigerator with an electron base temperature of about 40 mK.

Figure 2a shows G as a function of the bias voltage Vsd and Φ at 
B|| = 0. The induced superconducting gap ∆(Φ = 0) ≈ 150 µeV peri-
odically oscillates as a function of Φ and is reduced by about 50% at 
Φ = (2n + 1)Φ0/2, where n is an integer. This behaviour indicates 
phase-coherent transport through JJ1 generated by Andreev reflection 
processes23,24 at the interfaces between the bare 2DEG and the prox-
imitized leads. The flux modulation of the whole continuum of states 
outside the gap is expected for JJs with narrow superconducting leads 
( ξ!WS1 S, where ξ = /π∆≈hvS F 1.5 µm is the superconducting coher-
ence length and vF is the Fermi velocity in the semiconductor), while 

Q1

Q2
Q3
Q4
Q5

1Center for Quantum Devices, Niels Bohr Institute, University of Copenhagen and Microsoft Quantum Lab Copenhagen, Copenhagen, Denmark. 2James Franck Institute, The University of Chicago, 
Chicago, IL, USA. 3Station Q, Microsoft Research, Santa Barbara, CA, USA. 4Department of Physics and Astronomy and Microsoft Quantum Lab Purdue, Purdue University, West Lafayette, IN, 
USA. 5Birck Nanotechnology Center, Purdue University, West Lafayette, IN, USA. 6Department of Condensed Matter Physics, Weizmann Institute of Science, Rehovot, Israel. 7School of Materials 
Engineering, Purdue University, West Lafayette, IN, USA. 8School of Electrical and Computer Engineering, Purdue University, West Lafayette, IN, USA. 9Present address: IBM Research—Zurich, 
Rüschlikon, Switzerland. 10These authors contributed equally: Antonio Fornieri, Alexander M. Whiticar. *e-mail: marcus@nbi.ku.dk; fni@ibm.zurich.com

N A T U R E | www.nature.com/nature

LETTERRESEARCH

the non-complete closure of the gap at Φ = (2n + 1)Φ0/2 is associated 
with the finite length L1 of the junction and with possible unintended 
asymmetries in the etched superconducting leads (see Methods and 
Extended Data Fig. 2 for further details). The finite sub-gap conduct-
ance at B|| = 0 (see Fig. 2f) is due to a relatively high tunnelling trans-
mission and can be suppressed by tuning Vqpc to be more negative, as 
shown in Extended Data Figs. 4 and 5.

As B|| is increased, discrete Andreev bound states (ABSs) enter 
the gap and move towards zero energy, as shown by flux-depend-
ent separated conductance peaks at | Vsd | ≈ 0.05-0.1 mV.] in Fig. 2b 
for B|| = 250 mT. We note that these states have an asymmetric flux 
dependence. We attribute this behaviour to the presence of a strong 
spin–orbit interaction and a finite Zeeman field, similar to what has 
been predicted and observed for quasi-one-dimensional systems25,26.

At higher values of B||, a ZBP in conductance appears at 
Φ = (2n + 1)Φ0/2 (corresponding to ϕ ≈ π), whereas it vanishes 
when Φ is set to 2nΦ0, that is, when ϕ = 0, as shown in Fig. 2c for 
B|| = 525 mT. The phase dependence of the ZBP is highlighted in 
Fig. 2g, which displays the conductance line-cuts for ϕ = 0, π.

At even higher fields, from 600 mT to 1 T, the ZBP extends over the 
whole ϕ range, except at ϕ ≈ π where a relative minimum is observed 
(Fig. 2d,e,h). In this range of B||, the state remains at zero energy for 
ϕ = 0, as shown in Fig. 2h, whereas it oscillates and moves to higher 
energies for ϕ ≈ π (see Extended Data Fig. 4f). Above B|| = 1 T, the 
induced gap softens, and the phase dependence of sub-gap states grad-
ually disappears as the JJs of the SQUID reach the resistive state.

The observed behaviour of the ZBP in field and phase is in good 
qualitative agreement with the calculated spectrum of a finite-size 
topological JJ, as shown in Extended Data Fig. 2. As the Zeeman field 

is increased, two discrete sub-gap states are expected to merge at zero 
energy for ϕ = π and gradually extend in phase until reaching ϕ = 0. 
The calculated gapped zero-energy state around ϕ = 0 is character-
ized by a Majorana wavefunction localized at the edges of the JJ (see 
Extended Data Fig. 2h). The oscillations in energy of the observed state 
at ϕ ≈ π are reproduced by the simulations and can be understood in 
terms of hybridization of the Majorana modes (Extended Data Fig. 2i), 
because at this value of ϕ the induced gap is minimized and, as a result, 
the coherence length is maximized.

One of the most interesting features predicted for a perfectly trans-
parent JJ is the expansion of the topological phase in magnetic field and 
chemical potential at ϕ = π (ref. 10). We therefore investigated the sta-
bility of the ZBP, starting from its dependence on the gate voltage V1, 
which controls the chemical potential in JJ1. To explore efficiently our 
4D parameter space, we recorded the third harmonic ωI V( )3 sd  of the 
current measured by the lock-in amplifier (this gives information about 
the curvature at zero bias without the need for sweeping Vsd, reducing 
the 4D parameter space by one dimension). As shown in the Methods 
and in Extended Data Fig. 6, ∣∝ − ″ = − ∂ /∂ωI V G V G V( ) ( ) ( ) V3 sd sd

2 2
sd
. 

A ZBP in conductance is therefore identified by a positive value of 
=ωI V( 0)3 sd , that is, by a negative value of ″ =G V( 0)sd , which indicates 

a negative curvature around =V 0sd .
Figure 3 displays =ωI V( 0)3 sd  as a function of Φ and V1 for different 

values of B||. At B|| = 500 mT, horizontal stripes showing positive values 
of =ωI V( 0)3 sd  are visible at ϕ ≈ (2n + 1)π. Increasing the field causes 
the region of negative curvature to expand around the voltage 
V1* = −118.5 mV by ≈ 2 mV and in phase extending to 2nπ. For 
B|| = 650 mT, the ZBP region expands further around V1*, while a 
maximum develops at ϕ ≈ (2n + 1)π, indicating that the ZBP has split 
to finite energy. The ZBP region covers a maximum range of 10 mV at 
775 mT and remains extended in phase for ϕ≠(2n + 1)π.

The finite range of V1 over which the ZBP is stable is explained by 
the narrow width ξ!WS1 S of the superconducting leads, which effec-
tively decrease the ratio between Andreev and normal reflection prob-
abilities, thus reducing the size of the topological phase as a function 
of µ (see Extended Data Figs. 1a and 2a). Although this geometry 
causes a deviation from the predicted behaviour of a topological JJ, in 
our devices the finite width is necessary to guarantee a well-defined 
induced gap up to 1 T (see Methods for further details).

The complementary study of the ZBP stability in Φ and B|| for different 
values of V1 is shown in Fig. 4. At V1  = −116 mV (Fig. 4a), extended 
regions of positive =ωI (V 0)3 sd  indicating a stable ZBP appear above an 
oscillating critical field Bc(ϕ), which reaches a minimum value of 
Bc([2n + 1]π) = 570 mT, as indicated by the blue arrow. On the other 
hand, the vertical stripe visible at B|| ≈ 0.4 T is due to ABSs crossing zero 
energy without sticking. Similar to what was observed above as a function 
of the chemical potential, the negative curvature region expands in terms 
of B|| range for V1 = V1*, where Bc([2n + 1]π) = 435 mT (Fig. 4b). At 
more negative V1, the ZBP regime contracts again (Bc([2n + 1]
π) = 480 mT, Fig. 4c), consistent with the stability maps shown in Fig. 3.

The combined results shown in Figs. 3 and 4 indicate the expansion 
of the ZBP region from ϕ ≈ π to the full phase range as B|| is increased. 
This behaviour is in qualitative agreement with the topological phase 
diagrams calculated for our system (see Extended Data Figs. 1a, b and 
2a, b). We note that for specific values of chemical potential, the model 
of a perfectly symmetric and clean JJ predicts a topological phase transi-
tion close to zero field (see Extended Data Fig. 1), while experimentally 
a ZBP is observed only above 400 mT, as discussed above. This discrep-
ancy could be ascribed to non-idealities of JJ1, such as disorder27,28 and 
unintended asymmetries in the superconducting leads (see Extended 
Data Fig. 2). A broken left–right symmetry in JJ1 could also explain 
the observed asymmetry in the phase dependence of the ZBP region at 
different values of V1 (Fig. 4). Although we do not observe a reduction 
of the critical field down to zero, our design decreases Bc by about a 
factor of 4 compared with previous experiments on 1D Majorana wires 
defined below Al stripes in similar heterostructures6,7. This is due to 
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Fig. 1 | Topological Josephson junction. a, Schematic of a planar JJ 
formed by two epitaxial superconducting layers (represented in blue) 
covering a 2DEG with strong spin–orbit interaction (grey). A 1D channel, 
defined between the superconducting leads, can be tuned into the 
topological regime with Majorana modes (red crosses) at its ends by the 
parallel field B||, the 2DEG chemical potential µ and the phase difference 
between the superconductors ϕ. Majorana modes can be probed in 
tunnelling spectroscopy using a QPC located at one end of the JJ.  
b, Schematic of the measured device (not to scale) consisting of a 
superconducting loop interrupted by two JJs (labelled 1 and 2) in parallel. 
The interferometer is formed by InAs 2DEG (light grey) and epitaxial Al 
(blue). Five Ti/Au gates (yellow) allow independent tuning of the chemical 
potential in JJ1 (gate voltage V1), the chemical potential in JJ2 (V2) and the 
transmission of a tunnel barrier at the top end of JJ1 (with gate voltages 
Vqpc and Vtop). The applied a.c. and d.c. bias voltages (Vac and Vsd) are also 
indicated, together with the direction of magnetic field parallel (B||) and 
transverse (Bt) to the JJ, and the magnetic flux Φ. c, False-colour scanning 
electron micrograph of the top part of a typical device, as in the dashed 
box shown in b. The colours are the same as those used in b.
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Evidence of topological superconductivity in planar 
Josephson junctions
Antonio Fornieri1,10, Alexander M. Whiticar1,10, F. Setiawan2, Elías Portolés Marín1, Asbjørn C. C. Drachmann1, Anna Keselman3, 
Sergei Gronin4,5, Candice Thomas4,5, Tian Wang4,5, Ray Kallaher4,5, Geoffrey C. Gardner4,5, Erez Berg2,6, Michael J. Manfra4,5,7,8, 
Ady Stern6, Charles M. Marcus1* & Fabrizio Nichele1,9*

Majorana zero modes — quasiparticle states localized at the 
boundaries of topological superconductors — are expected to be 
ideal building blocks for fault-tolerant quantum computing1,2. 
Several observations of zero-bias conductance peaks measured by 
tunnelling spectroscopy above a critical magnetic field have been 
reported as experimental indications of Majorana zero modes in 
superconductor–semiconductor nanowires3–8. On the other hand, 
two-dimensional systems offer the alternative approach of confining 
Majorana channels within planar Josephson junctions, in which the 
phase difference ϕ between the superconducting leads represents an 
additional tuning knob that is predicted to drive the system into the 
topological phase at lower magnetic fields than for a system without 
phase bias9,10. Here we report the observation of phase-dependent 
zero-bias conductance peaks measured by tunnelling spectroscopy 
at the end of Josephson junctions realized on a heterostructure 
consisting of aluminium on indium arsenide. Biasing the junction to 
ϕ ≈ π reduces the critical field at which the zero-bias peak appears, 
with respect to ϕ = 0. The phase and magnetic-field dependence 
of the zero-energy states is consistent with a model of Majorana 
zero modes in finite-size Josephson junctions. As well as providing 
experimental evidence of phase-tuned topological superconductivity, 
our devices are compatible with superconducting quantum 
electrodynamics architectures11 and are scalable to the complex 
geometries needed for topological quantum computing9,12,13.

The Josephson junctions (JJs) studied in this work were fabricated 
from a planar heterostructure comprising a thin Al layer epitaxially cov-
ering a high-mobility InAs two-dimensional electron gas (2DEG)14. As a 
consequence of the highly transparent superconductor–semiconductor 
interface15, a hard superconducting gap is induced in the InAs layer16,17. 
Selectively removing an Al stripe of width W1 and length L1 defines a  
normal InAs region, laterally contacted by superconducting leads, as 
shown in Fig. 1a. Superconducting gaps ∆ exp(±iϕ/2), opening below 
the Al planes on the right-hand and left-hand sides18,19, respectively, con-
fine low-energy quasiparticles within the normal InAs channel. Owing to 
the strong spin–orbit interaction in InAs (ref. 14), together with the lateral 
confinement, the JJ of Fig. 1a is predicted to undergo a topological tran-
sition at high magnetic field B|| parallel to the junction9, with Majorana 
modes isolated from the continuum forming at the end points (crosses in 
Fig. 1a), similarly to conventional nanowires20,21. Most strikingly, phase 
control offers an additional tuning parameter to enter the topological 
regime that has not been explored so far. Biasing the JJ to ϕ = π has been 
predicted to reduce the critical magnetic field of the topological transition, 
and to enlarge its phase boundaries in chemical potential10.

Here we investigate planar JJs such as that in Fig. 1a as a function 
of B||, chemical potential µ and phase difference ϕ. Phase biasing is 
obtained by embedding the JJ in a direct-current superconducting 
quantum interference device (d.c. SQUID) threaded by a magnetic 

flux22. A robust zero-bias peak (ZBP) exhibiting strong dependence 
on ϕ is measured by tunnelling spectroscopy using a laterally coupled 
quantum point contact (QPC), as schematically shown in Fig. 1a. The 
ZBP behaviour is consistent with a Majorana mode in a finite-size top-
ological JJ (see Extended Data Figs. 1, 2).

Figure 1b shows a schematic of our device, which consists of a 
three-terminal asymmetric SQUID with two JJs, labelled 1 and 2, and 
a tunnelling probe coupling to a normal lead on the top end of JJ1. 
Figure 1c shows an electron micrograph in the surroundings of JJ1. 
The junctions are characterized by Josephson critical currents Ic,2 > 
Ic,1, such that the phase difference ϕ across JJ1 can be tuned from 0 to 
∼π by threading the SQUID loop with a magnetic flux Φ (generated 
by the out-of-plane field B⊥) varying from 0 to Φ0/2, where Φ0  = h/2e 
is the superconducting flux quantum (e is the electron charge and h 
the Planck constant). The SQUID is laterally connected to two super-
conducting leads that serve as ground and allow measurement of the 
Josephson critical current of the interferometer (see Extended Data 
Figs. 9 and 10). The SQUID loop is obtained by a combination of deep 
wet etching on the semiconductor heterostructure and selective wet 
etching of the top Al layer. A HfO2 dielectric layer is deposited over the 
entire sample for gate isolation, followed by lift-off of the Ti/Au gate 
structures. Top gates V1 and V2 control the chemical potential in JJ1 
and JJ2, respectively. Split gates deposited at the top end of JJ1 form a 
QPC. In the tunnelling regime, the QPC serves as a spectroscopic probe 
revealing the local density of states of JJ1. The uppermost gate extends 
between the QPC gates and helps in defining a sharp tunnel barrier 
when operated at a voltage Vtop ≈ 0. To ensure a hard superconducting 
gap in high parallel fields, the QPC gates additionally confine the 2DEG 
beneath the narrow Al leads6,7 (see Fig. 1c). We present data for a device 
with W1 = 80, W2 = 40 nm, L1 = 1.6 µm and L2 = 5 µm. The width 
of the superconducting leads is WS1 = WS2 = 160 nm for both JJs, and 
the SQUID loop area is approximately 8 µm2. Data were reproduced 
for two additional devices with W1 = 80 nm and 120 nm respectively 
(other dimensions are the same as before) and presented in Extended 
Data Figs. 5, 7 and 8. Differential conductance G was measured in a 
four-terminal configuration by standard a.c. lock-in techniques in a 
dilution refrigerator with an electron base temperature of about 40 mK.

Figure 2a shows G as a function of the bias voltage Vsd and Φ at 
B|| = 0. The induced superconducting gap ∆(Φ = 0) ≈ 150 µeV peri-
odically oscillates as a function of Φ and is reduced by about 50% at 
Φ = (2n + 1)Φ0/2, where n is an integer. This behaviour indicates 
phase-coherent transport through JJ1 generated by Andreev reflection 
processes23,24 at the interfaces between the bare 2DEG and the prox-
imitized leads. The flux modulation of the whole continuum of states 
outside the gap is expected for JJs with narrow superconducting leads 
( ξ!WS1 S, where ξ = /π∆≈hvS F 1.5 µm is the superconducting coher-
ence length and vF is the Fermi velocity in the semiconductor), while 

Q1

Q2
Q3
Q4
Q5

1Center for Quantum Devices, Niels Bohr Institute, University of Copenhagen and Microsoft Quantum Lab Copenhagen, Copenhagen, Denmark. 2James Franck Institute, The University of Chicago, 
Chicago, IL, USA. 3Station Q, Microsoft Research, Santa Barbara, CA, USA. 4Department of Physics and Astronomy and Microsoft Quantum Lab Purdue, Purdue University, West Lafayette, IN, 
USA. 5Birck Nanotechnology Center, Purdue University, West Lafayette, IN, USA. 6Department of Condensed Matter Physics, Weizmann Institute of Science, Rehovot, Israel. 7School of Materials 
Engineering, Purdue University, West Lafayette, IN, USA. 8School of Electrical and Computer Engineering, Purdue University, West Lafayette, IN, USA. 9Present address: IBM Research—Zurich, 
Rüschlikon, Switzerland. 10These authors contributed equally: Antonio Fornieri, Alexander M. Whiticar. *e-mail: marcus@nbi.ku.dk; fni@ibm.zurich.com

N A T U R E | www.nature.com/nature

LETTERRESEARCH

the non-complete closure of the gap at Φ = (2n + 1)Φ0/2 is associated 
with the finite length L1 of the junction and with possible unintended 
asymmetries in the etched superconducting leads (see Methods and 
Extended Data Fig. 2 for further details). The finite sub-gap conduct-
ance at B|| = 0 (see Fig. 2f) is due to a relatively high tunnelling trans-
mission and can be suppressed by tuning Vqpc to be more negative, as 
shown in Extended Data Figs. 4 and 5.

As B|| is increased, discrete Andreev bound states (ABSs) enter 
the gap and move towards zero energy, as shown by flux-depend-
ent separated conductance peaks at | Vsd | ≈ 0.05-0.1 mV.] in Fig. 2b 
for B|| = 250 mT. We note that these states have an asymmetric flux 
dependence. We attribute this behaviour to the presence of a strong 
spin–orbit interaction and a finite Zeeman field, similar to what has 
been predicted and observed for quasi-one-dimensional systems25,26.

At higher values of B||, a ZBP in conductance appears at 
Φ = (2n + 1)Φ0/2 (corresponding to ϕ ≈ π), whereas it vanishes 
when Φ is set to 2nΦ0, that is, when ϕ = 0, as shown in Fig. 2c for 
B|| = 525 mT. The phase dependence of the ZBP is highlighted in 
Fig. 2g, which displays the conductance line-cuts for ϕ = 0, π.

At even higher fields, from 600 mT to 1 T, the ZBP extends over the 
whole ϕ range, except at ϕ ≈ π where a relative minimum is observed 
(Fig. 2d,e,h). In this range of B||, the state remains at zero energy for 
ϕ = 0, as shown in Fig. 2h, whereas it oscillates and moves to higher 
energies for ϕ ≈ π (see Extended Data Fig. 4f). Above B|| = 1 T, the 
induced gap softens, and the phase dependence of sub-gap states grad-
ually disappears as the JJs of the SQUID reach the resistive state.

The observed behaviour of the ZBP in field and phase is in good 
qualitative agreement with the calculated spectrum of a finite-size 
topological JJ, as shown in Extended Data Fig. 2. As the Zeeman field 

is increased, two discrete sub-gap states are expected to merge at zero 
energy for ϕ = π and gradually extend in phase until reaching ϕ = 0. 
The calculated gapped zero-energy state around ϕ = 0 is character-
ized by a Majorana wavefunction localized at the edges of the JJ (see 
Extended Data Fig. 2h). The oscillations in energy of the observed state 
at ϕ ≈ π are reproduced by the simulations and can be understood in 
terms of hybridization of the Majorana modes (Extended Data Fig. 2i), 
because at this value of ϕ the induced gap is minimized and, as a result, 
the coherence length is maximized.

One of the most interesting features predicted for a perfectly trans-
parent JJ is the expansion of the topological phase in magnetic field and 
chemical potential at ϕ = π (ref. 10). We therefore investigated the sta-
bility of the ZBP, starting from its dependence on the gate voltage V1, 
which controls the chemical potential in JJ1. To explore efficiently our 
4D parameter space, we recorded the third harmonic ωI V( )3 sd  of the 
current measured by the lock-in amplifier (this gives information about 
the curvature at zero bias without the need for sweeping Vsd, reducing 
the 4D parameter space by one dimension). As shown in the Methods 
and in Extended Data Fig. 6, ∣∝ − ″ = − ∂ /∂ωI V G V G V( ) ( ) ( ) V3 sd sd

2 2
sd
. 

A ZBP in conductance is therefore identified by a positive value of 
=ωI V( 0)3 sd , that is, by a negative value of ″ =G V( 0)sd , which indicates 

a negative curvature around =V 0sd .
Figure 3 displays =ωI V( 0)3 sd  as a function of Φ and V1 for different 

values of B||. At B|| = 500 mT, horizontal stripes showing positive values 
of =ωI V( 0)3 sd  are visible at ϕ ≈ (2n + 1)π. Increasing the field causes 
the region of negative curvature to expand around the voltage 
V1* = −118.5 mV by ≈ 2 mV and in phase extending to 2nπ. For 
B|| = 650 mT, the ZBP region expands further around V1*, while a 
maximum develops at ϕ ≈ (2n + 1)π, indicating that the ZBP has split 
to finite energy. The ZBP region covers a maximum range of 10 mV at 
775 mT and remains extended in phase for ϕ≠(2n + 1)π.

The finite range of V1 over which the ZBP is stable is explained by 
the narrow width ξ!WS1 S of the superconducting leads, which effec-
tively decrease the ratio between Andreev and normal reflection prob-
abilities, thus reducing the size of the topological phase as a function 
of µ (see Extended Data Figs. 1a and 2a). Although this geometry 
causes a deviation from the predicted behaviour of a topological JJ, in 
our devices the finite width is necessary to guarantee a well-defined 
induced gap up to 1 T (see Methods for further details).

The complementary study of the ZBP stability in Φ and B|| for different 
values of V1 is shown in Fig. 4. At V1  = −116 mV (Fig. 4a), extended 
regions of positive =ωI (V 0)3 sd  indicating a stable ZBP appear above an 
oscillating critical field Bc(ϕ), which reaches a minimum value of 
Bc([2n + 1]π) = 570 mT, as indicated by the blue arrow. On the other 
hand, the vertical stripe visible at B|| ≈ 0.4 T is due to ABSs crossing zero 
energy without sticking. Similar to what was observed above as a function 
of the chemical potential, the negative curvature region expands in terms 
of B|| range for V1 = V1*, where Bc([2n + 1]π) = 435 mT (Fig. 4b). At 
more negative V1, the ZBP regime contracts again (Bc([2n + 1]
π) = 480 mT, Fig. 4c), consistent with the stability maps shown in Fig. 3.

The combined results shown in Figs. 3 and 4 indicate the expansion 
of the ZBP region from ϕ ≈ π to the full phase range as B|| is increased. 
This behaviour is in qualitative agreement with the topological phase 
diagrams calculated for our system (see Extended Data Figs. 1a, b and 
2a, b). We note that for specific values of chemical potential, the model 
of a perfectly symmetric and clean JJ predicts a topological phase transi-
tion close to zero field (see Extended Data Fig. 1), while experimentally 
a ZBP is observed only above 400 mT, as discussed above. This discrep-
ancy could be ascribed to non-idealities of JJ1, such as disorder27,28 and 
unintended asymmetries in the superconducting leads (see Extended 
Data Fig. 2). A broken left–right symmetry in JJ1 could also explain 
the observed asymmetry in the phase dependence of the ZBP region at 
different values of V1 (Fig. 4). Although we do not observe a reduction 
of the critical field down to zero, our design decreases Bc by about a 
factor of 4 compared with previous experiments on 1D Majorana wires 
defined below Al stripes in similar heterostructures6,7. This is due to 
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Evidence of topological superconductivity in planar 
Josephson junctions
Antonio Fornieri1,10, Alexander M. Whiticar1,10, F. Setiawan2, Elías Portolés Marín1, Asbjørn C. C. Drachmann1, Anna Keselman3, 
Sergei Gronin4,5, Candice Thomas4,5, Tian Wang4,5, Ray Kallaher4,5, Geoffrey C. Gardner4,5, Erez Berg2,6, Michael J. Manfra4,5,7,8, 
Ady Stern6, Charles M. Marcus1* & Fabrizio Nichele1,9*

Majorana zero modes — quasiparticle states localized at the 
boundaries of topological superconductors — are expected to be 
ideal building blocks for fault-tolerant quantum computing1,2. 
Several observations of zero-bias conductance peaks measured by 
tunnelling spectroscopy above a critical magnetic field have been 
reported as experimental indications of Majorana zero modes in 
superconductor–semiconductor nanowires3–8. On the other hand, 
two-dimensional systems offer the alternative approach of confining 
Majorana channels within planar Josephson junctions, in which the 
phase difference ϕ between the superconducting leads represents an 
additional tuning knob that is predicted to drive the system into the 
topological phase at lower magnetic fields than for a system without 
phase bias9,10. Here we report the observation of phase-dependent 
zero-bias conductance peaks measured by tunnelling spectroscopy 
at the end of Josephson junctions realized on a heterostructure 
consisting of aluminium on indium arsenide. Biasing the junction to 
ϕ ≈ π reduces the critical field at which the zero-bias peak appears, 
with respect to ϕ = 0. The phase and magnetic-field dependence 
of the zero-energy states is consistent with a model of Majorana 
zero modes in finite-size Josephson junctions. As well as providing 
experimental evidence of phase-tuned topological superconductivity, 
our devices are compatible with superconducting quantum 
electrodynamics architectures11 and are scalable to the complex 
geometries needed for topological quantum computing9,12,13.

The Josephson junctions (JJs) studied in this work were fabricated 
from a planar heterostructure comprising a thin Al layer epitaxially cov-
ering a high-mobility InAs two-dimensional electron gas (2DEG)14. As a 
consequence of the highly transparent superconductor–semiconductor 
interface15, a hard superconducting gap is induced in the InAs layer16,17. 
Selectively removing an Al stripe of width W1 and length L1 defines a  
normal InAs region, laterally contacted by superconducting leads, as 
shown in Fig. 1a. Superconducting gaps ∆ exp(±iϕ/2), opening below 
the Al planes on the right-hand and left-hand sides18,19, respectively, con-
fine low-energy quasiparticles within the normal InAs channel. Owing to 
the strong spin–orbit interaction in InAs (ref. 14), together with the lateral 
confinement, the JJ of Fig. 1a is predicted to undergo a topological tran-
sition at high magnetic field B|| parallel to the junction9, with Majorana 
modes isolated from the continuum forming at the end points (crosses in 
Fig. 1a), similarly to conventional nanowires20,21. Most strikingly, phase 
control offers an additional tuning parameter to enter the topological 
regime that has not been explored so far. Biasing the JJ to ϕ = π has been 
predicted to reduce the critical magnetic field of the topological transition, 
and to enlarge its phase boundaries in chemical potential10.

Here we investigate planar JJs such as that in Fig. 1a as a function 
of B||, chemical potential µ and phase difference ϕ. Phase biasing is 
obtained by embedding the JJ in a direct-current superconducting 
quantum interference device (d.c. SQUID) threaded by a magnetic 

flux22. A robust zero-bias peak (ZBP) exhibiting strong dependence 
on ϕ is measured by tunnelling spectroscopy using a laterally coupled 
quantum point contact (QPC), as schematically shown in Fig. 1a. The 
ZBP behaviour is consistent with a Majorana mode in a finite-size top-
ological JJ (see Extended Data Figs. 1, 2).

Figure 1b shows a schematic of our device, which consists of a 
three-terminal asymmetric SQUID with two JJs, labelled 1 and 2, and 
a tunnelling probe coupling to a normal lead on the top end of JJ1. 
Figure 1c shows an electron micrograph in the surroundings of JJ1. 
The junctions are characterized by Josephson critical currents Ic,2 > 
Ic,1, such that the phase difference ϕ across JJ1 can be tuned from 0 to 
∼π by threading the SQUID loop with a magnetic flux Φ (generated 
by the out-of-plane field B⊥) varying from 0 to Φ0/2, where Φ0  = h/2e 
is the superconducting flux quantum (e is the electron charge and h 
the Planck constant). The SQUID is laterally connected to two super-
conducting leads that serve as ground and allow measurement of the 
Josephson critical current of the interferometer (see Extended Data 
Figs. 9 and 10). The SQUID loop is obtained by a combination of deep 
wet etching on the semiconductor heterostructure and selective wet 
etching of the top Al layer. A HfO2 dielectric layer is deposited over the 
entire sample for gate isolation, followed by lift-off of the Ti/Au gate 
structures. Top gates V1 and V2 control the chemical potential in JJ1 
and JJ2, respectively. Split gates deposited at the top end of JJ1 form a 
QPC. In the tunnelling regime, the QPC serves as a spectroscopic probe 
revealing the local density of states of JJ1. The uppermost gate extends 
between the QPC gates and helps in defining a sharp tunnel barrier 
when operated at a voltage Vtop ≈ 0. To ensure a hard superconducting 
gap in high parallel fields, the QPC gates additionally confine the 2DEG 
beneath the narrow Al leads6,7 (see Fig. 1c). We present data for a device 
with W1 = 80, W2 = 40 nm, L1 = 1.6 µm and L2 = 5 µm. The width 
of the superconducting leads is WS1 = WS2 = 160 nm for both JJs, and 
the SQUID loop area is approximately 8 µm2. Data were reproduced 
for two additional devices with W1 = 80 nm and 120 nm respectively 
(other dimensions are the same as before) and presented in Extended 
Data Figs. 5, 7 and 8. Differential conductance G was measured in a 
four-terminal configuration by standard a.c. lock-in techniques in a 
dilution refrigerator with an electron base temperature of about 40 mK.

Figure 2a shows G as a function of the bias voltage Vsd and Φ at 
B|| = 0. The induced superconducting gap ∆(Φ = 0) ≈ 150 µeV peri-
odically oscillates as a function of Φ and is reduced by about 50% at 
Φ = (2n + 1)Φ0/2, where n is an integer. This behaviour indicates 
phase-coherent transport through JJ1 generated by Andreev reflection 
processes23,24 at the interfaces between the bare 2DEG and the prox-
imitized leads. The flux modulation of the whole continuum of states 
outside the gap is expected for JJs with narrow superconducting leads 
( ξ!WS1 S, where ξ = /π∆≈hvS F 1.5 µm is the superconducting coher-
ence length and vF is the Fermi velocity in the semiconductor), while 

Q1

Q2
Q3
Q4
Q5

1Center for Quantum Devices, Niels Bohr Institute, University of Copenhagen and Microsoft Quantum Lab Copenhagen, Copenhagen, Denmark. 2James Franck Institute, The University of Chicago, 
Chicago, IL, USA. 3Station Q, Microsoft Research, Santa Barbara, CA, USA. 4Department of Physics and Astronomy and Microsoft Quantum Lab Purdue, Purdue University, West Lafayette, IN, 
USA. 5Birck Nanotechnology Center, Purdue University, West Lafayette, IN, USA. 6Department of Condensed Matter Physics, Weizmann Institute of Science, Rehovot, Israel. 7School of Materials 
Engineering, Purdue University, West Lafayette, IN, USA. 8School of Electrical and Computer Engineering, Purdue University, West Lafayette, IN, USA. 9Present address: IBM Research—Zurich, 
Rüschlikon, Switzerland. 10These authors contributed equally: Antonio Fornieri, Alexander M. Whiticar. *e-mail: marcus@nbi.ku.dk; fni@ibm.zurich.com

N A T U R E | www.nature.com/nature

6/3/22, 10:41 AMTopological superconductivity in a phase-controlled Josephson junction

Page 1 of 7https://www.readcube.com/library/2f9e9070-8b2f-48fd-92a3-c4dfc2012ea9:cc9f54a8-a59f-449f-a095-b63224a21ff4

LETTERRESEARCH

the non-complete closure of the gap at Φ = (2n + 1)Φ0/2 is associated 
with the finite length L1 of the junction and with possible unintended 
asymmetries in the etched superconducting leads (see Methods and 
Extended Data Fig. 2 for further details). The finite sub-gap conduct-
ance at B|| = 0 (see Fig. 2f) is due to a relatively high tunnelling trans-
mission and can be suppressed by tuning Vqpc to be more negative, as 
shown in Extended Data Figs. 4 and 5.

As B|| is increased, discrete Andreev bound states (ABSs) enter 
the gap and move towards zero energy, as shown by flux-depend-
ent separated conductance peaks at | Vsd | ≈ 0.05-0.1 mV.] in Fig. 2b 
for B|| = 250 mT. We note that these states have an asymmetric flux 
dependence. We attribute this behaviour to the presence of a strong 
spin–orbit interaction and a finite Zeeman field, similar to what has 
been predicted and observed for quasi-one-dimensional systems25,26.

At higher values of B||, a ZBP in conductance appears at 
Φ = (2n + 1)Φ0/2 (corresponding to ϕ ≈ π), whereas it vanishes 
when Φ is set to 2nΦ0, that is, when ϕ = 0, as shown in Fig. 2c for 
B|| = 525 mT. The phase dependence of the ZBP is highlighted in 
Fig. 2g, which displays the conductance line-cuts for ϕ = 0, π.

At even higher fields, from 600 mT to 1 T, the ZBP extends over the 
whole ϕ range, except at ϕ ≈ π where a relative minimum is observed 
(Fig. 2d,e,h). In this range of B||, the state remains at zero energy for 
ϕ = 0, as shown in Fig. 2h, whereas it oscillates and moves to higher 
energies for ϕ ≈ π (see Extended Data Fig. 4f). Above B|| = 1 T, the 
induced gap softens, and the phase dependence of sub-gap states grad-
ually disappears as the JJs of the SQUID reach the resistive state.

The observed behaviour of the ZBP in field and phase is in good 
qualitative agreement with the calculated spectrum of a finite-size 
topological JJ, as shown in Extended Data Fig. 2. As the Zeeman field 

is increased, two discrete sub-gap states are expected to merge at zero 
energy for ϕ = π and gradually extend in phase until reaching ϕ = 0. 
The calculated gapped zero-energy state around ϕ = 0 is character-
ized by a Majorana wavefunction localized at the edges of the JJ (see 
Extended Data Fig. 2h). The oscillations in energy of the observed state 
at ϕ ≈ π are reproduced by the simulations and can be understood in 
terms of hybridization of the Majorana modes (Extended Data Fig. 2i), 
because at this value of ϕ the induced gap is minimized and, as a result, 
the coherence length is maximized.

One of the most interesting features predicted for a perfectly trans-
parent JJ is the expansion of the topological phase in magnetic field and 
chemical potential at ϕ = π (ref. 10). We therefore investigated the sta-
bility of the ZBP, starting from its dependence on the gate voltage V1, 
which controls the chemical potential in JJ1. To explore efficiently our 
4D parameter space, we recorded the third harmonic ωI V( )3 sd  of the 
current measured by the lock-in amplifier (this gives information about 
the curvature at zero bias without the need for sweeping Vsd, reducing 
the 4D parameter space by one dimension). As shown in the Methods 
and in Extended Data Fig. 6, ∣∝ − ″ = − ∂ /∂ωI V G V G V( ) ( ) ( ) V3 sd sd

2 2
sd
. 

A ZBP in conductance is therefore identified by a positive value of 
=ωI V( 0)3 sd , that is, by a negative value of ″ =G V( 0)sd , which indicates 

a negative curvature around =V 0sd .
Figure 3 displays =ωI V( 0)3 sd  as a function of Φ and V1 for different 

values of B||. At B|| = 500 mT, horizontal stripes showing positive values 
of =ωI V( 0)3 sd  are visible at ϕ ≈ (2n + 1)π. Increasing the field causes 
the region of negative curvature to expand around the voltage 
V1* = −118.5 mV by ≈ 2 mV and in phase extending to 2nπ. For 
B|| = 650 mT, the ZBP region expands further around V1*, while a 
maximum develops at ϕ ≈ (2n + 1)π, indicating that the ZBP has split 
to finite energy. The ZBP region covers a maximum range of 10 mV at 
775 mT and remains extended in phase for ϕ≠(2n + 1)π.

The finite range of V1 over which the ZBP is stable is explained by 
the narrow width ξ!WS1 S of the superconducting leads, which effec-
tively decrease the ratio between Andreev and normal reflection prob-
abilities, thus reducing the size of the topological phase as a function 
of µ (see Extended Data Figs. 1a and 2a). Although this geometry 
causes a deviation from the predicted behaviour of a topological JJ, in 
our devices the finite width is necessary to guarantee a well-defined 
induced gap up to 1 T (see Methods for further details).

The complementary study of the ZBP stability in Φ and B|| for different 
values of V1 is shown in Fig. 4. At V1  = −116 mV (Fig. 4a), extended 
regions of positive =ωI (V 0)3 sd  indicating a stable ZBP appear above an 
oscillating critical field Bc(ϕ), which reaches a minimum value of 
Bc([2n + 1]π) = 570 mT, as indicated by the blue arrow. On the other 
hand, the vertical stripe visible at B|| ≈ 0.4 T is due to ABSs crossing zero 
energy without sticking. Similar to what was observed above as a function 
of the chemical potential, the negative curvature region expands in terms 
of B|| range for V1 = V1*, where Bc([2n + 1]π) = 435 mT (Fig. 4b). At 
more negative V1, the ZBP regime contracts again (Bc([2n + 1]
π) = 480 mT, Fig. 4c), consistent with the stability maps shown in Fig. 3.

The combined results shown in Figs. 3 and 4 indicate the expansion 
of the ZBP region from ϕ ≈ π to the full phase range as B|| is increased. 
This behaviour is in qualitative agreement with the topological phase 
diagrams calculated for our system (see Extended Data Figs. 1a, b and 
2a, b). We note that for specific values of chemical potential, the model 
of a perfectly symmetric and clean JJ predicts a topological phase transi-
tion close to zero field (see Extended Data Fig. 1), while experimentally 
a ZBP is observed only above 400 mT, as discussed above. This discrep-
ancy could be ascribed to non-idealities of JJ1, such as disorder27,28 and 
unintended asymmetries in the superconducting leads (see Extended 
Data Fig. 2). A broken left–right symmetry in JJ1 could also explain 
the observed asymmetry in the phase dependence of the ZBP region at 
different values of V1 (Fig. 4). Although we do not observe a reduction 
of the critical field down to zero, our design decreases Bc by about a 
factor of 4 compared with previous experiments on 1D Majorana wires 
defined below Al stripes in similar heterostructures6,7. This is due to 
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is qualitatively consistent with that of the observed zero-bias peaks in tunneling conductance. h, i, Probability density | |2 of
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junctions are characterized by Josephson critical currents
Ic,2 > Ic,1, such that the phase di↵erence ' across JJ1
can be tuned from 0 to ⇠ ⇡ by threading the SQUID loop
with a magnetic flux � (generated by the out-of-plane
field B?) varying from 0 to �0/2, where �0 = h/2e is the
superconducting flux quantum (e is the electron charge
and h the Planck constant). The SQUID is laterally con-
nected to two superconducting leads that serve as ground
and allow measuring the Josephson critical current of the
interferometer (see Extended Data Figs. 11 and 12). The
SQUID loop is obtained by a combination of deep wet
etching on the semiconductor heterostructure and selec-
tive wet etching of the top Al layer. A HfO2 dielectric
layer is deposited over the entire sample for gate isola-
tion, followed by lift-o↵ of the Ti/Au gate structures.
Top gates V1 and V2 control the chemical potential in
JJ1 and JJ2, respectively. Split gates deposited at the

top end of JJ1 form a QPC. In the tunneling regime,
the QPC serves as spectroscopic probe revealing the lo-
cal density of states of JJ1. The uppermost gate extends
between the QPC gates and helps defining a sharp tunnel
barrier when operated at a voltage Vtop ⇠ 0. To ensure
a hard superconducting gap in high parallel fields, the
QPC gates additionally confine the 2DEG beneath the
narrow Al leads [6, 7] (see Fig 1c). We present data for
a device with W1 = 80, W2 = 40 nm, L1 = 1.6 µm and
L2 = 5 µm. The width of the superconducting leads is
WS1 = WS2 = 160 nm for both JJs, and SQUID loop area
⇠ 8 µm2. Data was reproduced for two additional devices
with W1 = 80 and 120 nm respectively and presented in
Extended Data Figs. 8-10. Di↵erential conductance G

was measured in a four-terminal configuration by stan-
dard AC lock-in techniques in a dilution refrigerator with
an electron base temperature of about 40 mK.
Figure 2a shows G as a function of the bias voltage

Vsd and � at Bk = 0. The induced superconducting
gap �(� = 0) ' 150 µeV periodically oscillates as a
function of � and is reduced by approximately 50 % at
� = (2n + 1)�0/2, where n is an integer. This behav-
ior indicates phase-coherent transport through JJ1 gener-
ated by Andreev reflection processes [23, 24] at the inter-
faces between the bare 2DEG and the proximitized leads.
The flux modulation of the whole continuum of states
outside the gap is expected for JJs with narrow supercon-
ducting leads (WS1 ⌧ ⇠S, where ⇠S = ~vF/⇡� ⇠ 1.5 µm
is the superconducting coherence length and vF is the
Fermi velocity in the semiconductor), while the non-
complete closure of the gap at � = (2n+1)�0/2 is associ-
ated to the finite length L1 of the junction and to possible
unintended asymmetries in the etched superconducting
leads (see Methods and Extended Data Fig. 2 for further
details). The finite sub-gap conductance at Bk = 0 (see
Fig. 2f) is due to a relatively high tunneling transmission
and can be suppressed by tuning Vqpc more negative, as
shown in Extended Data Figs. 4, 6 and 8.
As Bk is increased, discrete Andreev bound states

(ABSs) enter the gap and move towards zero energy, as
shown in Fig. 2b for Bk = 250 mT. These states have
an asymmetric flux dependence, as expected for JJs with
strong spin-orbit interaction in the presence of a Zeeman
field [25, 26].

At higher values of Bk a ZBP in conductance appears
at � = (2n + 1)�0/2 (corresponding to ' ⇠ ⇡), while
it vanishes when � is set to 2n�0, i.e. when ' = 0, as
shown in Fig. 2c for Bk = 525 mT. The phase dependence
of the ZBP is highlighted in Fig. 2g, which displays the
conductance line-cuts for ' = 0, ⇡.

At even higher fields, from 600 mT to 1 T the ZBP
extends over the whole ' range, except at ' ⇠ ⇡ where a
relative minimum is observed (Figs. 2d,e,h). In this range
of Bk the state sticks at zero energy for ' = 0, as shown
in Fig. 2h, while it oscillates and moves to higher energies
for ' = ⇡ (see Extended Data Fig. 5). Above Bk = 1 T
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EXTENDED DATA FIG. 2. Non-symmetric device spectra. Calculated topological phase diagrams and energy spectra
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the left-right symmetry may be broken by disorder [27, 28], di↵erent geometric sizes of the superconducting leads, or di↵erent
coupling of the 2DEG to the superconductors on the two sides of the junctions. a, Topological phase diagram as a function
of the Zeeman energy EZ and the 2DEG chemical potential µ for phase bias ' = 0,⇡, calculated from the tight-binding
Hamiltonian for JJ1 with infinite length (see Methods). b, Topological phase diagram as a function of EZ and ' for di↵erent
values of µ, as indicated by the horizontal ticks in panel a. The diagrams were calculated for a junction with width W1 = 80
nm, superconducting lead width WS1 = 160 nm, left-induced gap �L = 150 µeV, right-induced gap �R = 100 µeV and Rashba
spin-orbit coupling constant ↵ = 100 meV Å. c-g, Calculated energy spectra as a function of ' for di↵erent values of the
Zeeman energy. The spectra were obtained for the same parameters used in panels a and b, except for L1 = 1.6 µm. Note
that the gap for the fine-tuned chemical potential µ = 79.25 meV, which closes at ' = ⇡ and EZ = 0 for a left-right symmetric
junction (see Extended Data Figs. 1a,c), now becomes non-zero, and is approximately |�L ��R|. As a result, the topological
transition for ' = ⇡ occurs at finite Zeeman field. For the chosen parameters, the system undergoes a topological transition
at EZ = 0.02 meV for ' = ⇡ and at EZ = 0.1 meV for ' = 0. The lowest subgap states are shown in red and indicate two
Majorana zero modes at the edges of the junction in the topological regime. The behavior of the calculated Majorana modes
is qualitatively consistent with that of the observed zero-bias peaks in tunneling conductance. h, i, Probability density | |2 of
the Majorana wavefunction calculated as a function of the spatial directions x and y in JJ1 for EZ = 0.13 meV and ' = 0, ⇡.
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Majorana zero modes — quasiparticle states localized at the 
boundaries of topological superconductors — are expected to be 
ideal building blocks for fault-tolerant quantum computing1,2. 
Several observations of zero-bias conductance peaks measured by 
tunnelling spectroscopy above a critical magnetic field have been 
reported as experimental indications of Majorana zero modes in 
superconductor–semiconductor nanowires3–8. On the other hand, 
two-dimensional systems offer the alternative approach of confining 
Majorana channels within planar Josephson junctions, in which the 
phase difference ϕ between the superconducting leads represents an 
additional tuning knob that is predicted to drive the system into the 
topological phase at lower magnetic fields than for a system without 
phase bias9,10. Here we report the observation of phase-dependent 
zero-bias conductance peaks measured by tunnelling spectroscopy 
at the end of Josephson junctions realized on a heterostructure 
consisting of aluminium on indium arsenide. Biasing the junction to 
ϕ ≈ π reduces the critical field at which the zero-bias peak appears, 
with respect to ϕ = 0. The phase and magnetic-field dependence 
of the zero-energy states is consistent with a model of Majorana 
zero modes in finite-size Josephson junctions. As well as providing 
experimental evidence of phase-tuned topological superconductivity, 
our devices are compatible with superconducting quantum 
electrodynamics architectures11 and are scalable to the complex 
geometries needed for topological quantum computing9,12,13.

The Josephson junctions (JJs) studied in this work were fabricated 
from a planar heterostructure comprising a thin Al layer epitaxially cov-
ering a high-mobility InAs two-dimensional electron gas (2DEG)14. As a 
consequence of the highly transparent superconductor–semiconductor 
interface15, a hard superconducting gap is induced in the InAs layer16,17. 
Selectively removing an Al stripe of width W1 and length L1 defines a  
normal InAs region, laterally contacted by superconducting leads, as 
shown in Fig. 1a. Superconducting gaps ∆ exp(±iϕ/2), opening below 
the Al planes on the right-hand and left-hand sides18,19, respectively, con-
fine low-energy quasiparticles within the normal InAs channel. Owing to 
the strong spin–orbit interaction in InAs (ref. 14), together with the lateral 
confinement, the JJ of Fig. 1a is predicted to undergo a topological tran-
sition at high magnetic field B|| parallel to the junction9, with Majorana 
modes isolated from the continuum forming at the end points (crosses in 
Fig. 1a), similarly to conventional nanowires20,21. Most strikingly, phase 
control offers an additional tuning parameter to enter the topological 
regime that has not been explored so far. Biasing the JJ to ϕ = π has been 
predicted to reduce the critical magnetic field of the topological transition, 
and to enlarge its phase boundaries in chemical potential10.

Here we investigate planar JJs such as that in Fig. 1a as a function 
of B||, chemical potential µ and phase difference ϕ. Phase biasing is 
obtained by embedding the JJ in a direct-current superconducting 
quantum interference device (d.c. SQUID) threaded by a magnetic 

flux22. A robust zero-bias peak (ZBP) exhibiting strong dependence 
on ϕ is measured by tunnelling spectroscopy using a laterally coupled 
quantum point contact (QPC), as schematically shown in Fig. 1a. The 
ZBP behaviour is consistent with a Majorana mode in a finite-size top-
ological JJ (see Extended Data Figs. 1, 2).

Figure 1b shows a schematic of our device, which consists of a 
three-terminal asymmetric SQUID with two JJs, labelled 1 and 2, and 
a tunnelling probe coupling to a normal lead on the top end of JJ1. 
Figure 1c shows an electron micrograph in the surroundings of JJ1. 
The junctions are characterized by Josephson critical currents Ic,2 > 
Ic,1, such that the phase difference ϕ across JJ1 can be tuned from 0 to 
∼π by threading the SQUID loop with a magnetic flux Φ (generated 
by the out-of-plane field B⊥) varying from 0 to Φ0/2, where Φ0  = h/2e 
is the superconducting flux quantum (e is the electron charge and h 
the Planck constant). The SQUID is laterally connected to two super-
conducting leads that serve as ground and allow measurement of the 
Josephson critical current of the interferometer (see Extended Data 
Figs. 9 and 10). The SQUID loop is obtained by a combination of deep 
wet etching on the semiconductor heterostructure and selective wet 
etching of the top Al layer. A HfO2 dielectric layer is deposited over the 
entire sample for gate isolation, followed by lift-off of the Ti/Au gate 
structures. Top gates V1 and V2 control the chemical potential in JJ1 
and JJ2, respectively. Split gates deposited at the top end of JJ1 form a 
QPC. In the tunnelling regime, the QPC serves as a spectroscopic probe 
revealing the local density of states of JJ1. The uppermost gate extends 
between the QPC gates and helps in defining a sharp tunnel barrier 
when operated at a voltage Vtop ≈ 0. To ensure a hard superconducting 
gap in high parallel fields, the QPC gates additionally confine the 2DEG 
beneath the narrow Al leads6,7 (see Fig. 1c). We present data for a device 
with W1 = 80, W2 = 40 nm, L1 = 1.6 µm and L2 = 5 µm. The width 
of the superconducting leads is WS1 = WS2 = 160 nm for both JJs, and 
the SQUID loop area is approximately 8 µm2. Data were reproduced 
for two additional devices with W1 = 80 nm and 120 nm respectively 
(other dimensions are the same as before) and presented in Extended 
Data Figs. 5, 7 and 8. Differential conductance G was measured in a 
four-terminal configuration by standard a.c. lock-in techniques in a 
dilution refrigerator with an electron base temperature of about 40 mK.

Figure 2a shows G as a function of the bias voltage Vsd and Φ at 
B|| = 0. The induced superconducting gap ∆(Φ = 0) ≈ 150 µeV peri-
odically oscillates as a function of Φ and is reduced by about 50% at 
Φ = (2n + 1)Φ0/2, where n is an integer. This behaviour indicates 
phase-coherent transport through JJ1 generated by Andreev reflection 
processes23,24 at the interfaces between the bare 2DEG and the prox-
imitized leads. The flux modulation of the whole continuum of states 
outside the gap is expected for JJs with narrow superconducting leads 
( ξ!WS1 S, where ξ = /π∆≈hvS F 1.5 µm is the superconducting coher-
ence length and vF is the Fermi velocity in the semiconductor), while 
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the non-complete closure of the gap at Φ = (2n + 1)Φ0/2 is associated 
with the finite length L1 of the junction and with possible unintended 
asymmetries in the etched superconducting leads (see Methods and 
Extended Data Fig. 2 for further details). The finite sub-gap conduct-
ance at B|| = 0 (see Fig. 2f) is due to a relatively high tunnelling trans-
mission and can be suppressed by tuning Vqpc to be more negative, as 
shown in Extended Data Figs. 4 and 5.

As B|| is increased, discrete Andreev bound states (ABSs) enter 
the gap and move towards zero energy, as shown by flux-depend-
ent separated conductance peaks at | Vsd | ≈ 0.05-0.1 mV.] in Fig. 2b 
for B|| = 250 mT. We note that these states have an asymmetric flux 
dependence. We attribute this behaviour to the presence of a strong 
spin–orbit interaction and a finite Zeeman field, similar to what has 
been predicted and observed for quasi-one-dimensional systems25,26.

At higher values of B||, a ZBP in conductance appears at 
Φ = (2n + 1)Φ0/2 (corresponding to ϕ ≈ π), whereas it vanishes 
when Φ is set to 2nΦ0, that is, when ϕ = 0, as shown in Fig. 2c for 
B|| = 525 mT. The phase dependence of the ZBP is highlighted in 
Fig. 2g, which displays the conductance line-cuts for ϕ = 0, π.

At even higher fields, from 600 mT to 1 T, the ZBP extends over the 
whole ϕ range, except at ϕ ≈ π where a relative minimum is observed 
(Fig. 2d,e,h). In this range of B||, the state remains at zero energy for 
ϕ = 0, as shown in Fig. 2h, whereas it oscillates and moves to higher 
energies for ϕ ≈ π (see Extended Data Fig. 4f). Above B|| = 1 T, the 
induced gap softens, and the phase dependence of sub-gap states grad-
ually disappears as the JJs of the SQUID reach the resistive state.

The observed behaviour of the ZBP in field and phase is in good 
qualitative agreement with the calculated spectrum of a finite-size 
topological JJ, as shown in Extended Data Fig. 2. As the Zeeman field 

is increased, two discrete sub-gap states are expected to merge at zero 
energy for ϕ = π and gradually extend in phase until reaching ϕ = 0. 
The calculated gapped zero-energy state around ϕ = 0 is character-
ized by a Majorana wavefunction localized at the edges of the JJ (see 
Extended Data Fig. 2h). The oscillations in energy of the observed state 
at ϕ ≈ π are reproduced by the simulations and can be understood in 
terms of hybridization of the Majorana modes (Extended Data Fig. 2i), 
because at this value of ϕ the induced gap is minimized and, as a result, 
the coherence length is maximized.

One of the most interesting features predicted for a perfectly trans-
parent JJ is the expansion of the topological phase in magnetic field and 
chemical potential at ϕ = π (ref. 10). We therefore investigated the sta-
bility of the ZBP, starting from its dependence on the gate voltage V1, 
which controls the chemical potential in JJ1. To explore efficiently our 
4D parameter space, we recorded the third harmonic ωI V( )3 sd  of the 
current measured by the lock-in amplifier (this gives information about 
the curvature at zero bias without the need for sweeping Vsd, reducing 
the 4D parameter space by one dimension). As shown in the Methods 
and in Extended Data Fig. 6, ∣∝ − ″ = − ∂ /∂ωI V G V G V( ) ( ) ( ) V3 sd sd

2 2
sd
. 

A ZBP in conductance is therefore identified by a positive value of 
=ωI V( 0)3 sd , that is, by a negative value of ″ =G V( 0)sd , which indicates 

a negative curvature around =V 0sd .
Figure 3 displays =ωI V( 0)3 sd  as a function of Φ and V1 for different 

values of B||. At B|| = 500 mT, horizontal stripes showing positive values 
of =ωI V( 0)3 sd  are visible at ϕ ≈ (2n + 1)π. Increasing the field causes 
the region of negative curvature to expand around the voltage 
V1* = −118.5 mV by ≈ 2 mV and in phase extending to 2nπ. For 
B|| = 650 mT, the ZBP region expands further around V1*, while a 
maximum develops at ϕ ≈ (2n + 1)π, indicating that the ZBP has split 
to finite energy. The ZBP region covers a maximum range of 10 mV at 
775 mT and remains extended in phase for ϕ≠(2n + 1)π.

The finite range of V1 over which the ZBP is stable is explained by 
the narrow width ξ!WS1 S of the superconducting leads, which effec-
tively decrease the ratio between Andreev and normal reflection prob-
abilities, thus reducing the size of the topological phase as a function 
of µ (see Extended Data Figs. 1a and 2a). Although this geometry 
causes a deviation from the predicted behaviour of a topological JJ, in 
our devices the finite width is necessary to guarantee a well-defined 
induced gap up to 1 T (see Methods for further details).

The complementary study of the ZBP stability in Φ and B|| for different 
values of V1 is shown in Fig. 4. At V1  = −116 mV (Fig. 4a), extended 
regions of positive =ωI (V 0)3 sd  indicating a stable ZBP appear above an 
oscillating critical field Bc(ϕ), which reaches a minimum value of 
Bc([2n + 1]π) = 570 mT, as indicated by the blue arrow. On the other 
hand, the vertical stripe visible at B|| ≈ 0.4 T is due to ABSs crossing zero 
energy without sticking. Similar to what was observed above as a function 
of the chemical potential, the negative curvature region expands in terms 
of B|| range for V1 = V1*, where Bc([2n + 1]π) = 435 mT (Fig. 4b). At 
more negative V1, the ZBP regime contracts again (Bc([2n + 1]
π) = 480 mT, Fig. 4c), consistent with the stability maps shown in Fig. 3.

The combined results shown in Figs. 3 and 4 indicate the expansion 
of the ZBP region from ϕ ≈ π to the full phase range as B|| is increased. 
This behaviour is in qualitative agreement with the topological phase 
diagrams calculated for our system (see Extended Data Figs. 1a, b and 
2a, b). We note that for specific values of chemical potential, the model 
of a perfectly symmetric and clean JJ predicts a topological phase transi-
tion close to zero field (see Extended Data Fig. 1), while experimentally 
a ZBP is observed only above 400 mT, as discussed above. This discrep-
ancy could be ascribed to non-idealities of JJ1, such as disorder27,28 and 
unintended asymmetries in the superconducting leads (see Extended 
Data Fig. 2). A broken left–right symmetry in JJ1 could also explain 
the observed asymmetry in the phase dependence of the ZBP region at 
different values of V1 (Fig. 4). Although we do not observe a reduction 
of the critical field down to zero, our design decreases Bc by about a 
factor of 4 compared with previous experiments on 1D Majorana wires 
defined below Al stripes in similar heterostructures6,7. This is due to 
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Fig. 1 | Topological Josephson junction. a, Schematic of a planar JJ 
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covering a 2DEG with strong spin–orbit interaction (grey). A 1D channel, 
defined between the superconducting leads, can be tuned into the 
topological regime with Majorana modes (red crosses) at its ends by the 
parallel field B||, the 2DEG chemical potential µ and the phase difference 
between the superconductors ϕ. Majorana modes can be probed in 
tunnelling spectroscopy using a QPC located at one end of the JJ.  
b, Schematic of the measured device (not to scale) consisting of a 
superconducting loop interrupted by two JJs (labelled 1 and 2) in parallel. 
The interferometer is formed by InAs 2DEG (light grey) and epitaxial Al 
(blue). Five Ti/Au gates (yellow) allow independent tuning of the chemical 
potential in JJ1 (gate voltage V1), the chemical potential in JJ2 (V2) and the 
transmission of a tunnel barrier at the top end of JJ1 (with gate voltages 
Vqpc and Vtop). The applied a.c. and d.c. bias voltages (Vac and Vsd) are also 
indicated, together with the direction of magnetic field parallel (B||) and 
transverse (Bt) to the JJ, and the magnetic flux Φ. c, False-colour scanning 
electron micrograph of the top part of a typical device, as in the dashed 
box shown in b. The colours are the same as those used in b.
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Majorana zero modes — quasiparticle states localized at the 
boundaries of topological superconductors — are expected to be 
ideal building blocks for fault-tolerant quantum computing1,2. 
Several observations of zero-bias conductance peaks measured by 
tunnelling spectroscopy above a critical magnetic field have been 
reported as experimental indications of Majorana zero modes in 
superconductor–semiconductor nanowires3–8. On the other hand, 
two-dimensional systems offer the alternative approach of confining 
Majorana channels within planar Josephson junctions, in which the 
phase difference ϕ between the superconducting leads represents an 
additional tuning knob that is predicted to drive the system into the 
topological phase at lower magnetic fields than for a system without 
phase bias9,10. Here we report the observation of phase-dependent 
zero-bias conductance peaks measured by tunnelling spectroscopy 
at the end of Josephson junctions realized on a heterostructure 
consisting of aluminium on indium arsenide. Biasing the junction to 
ϕ ≈ π reduces the critical field at which the zero-bias peak appears, 
with respect to ϕ = 0. The phase and magnetic-field dependence 
of the zero-energy states is consistent with a model of Majorana 
zero modes in finite-size Josephson junctions. As well as providing 
experimental evidence of phase-tuned topological superconductivity, 
our devices are compatible with superconducting quantum 
electrodynamics architectures11 and are scalable to the complex 
geometries needed for topological quantum computing9,12,13.

The Josephson junctions (JJs) studied in this work were fabricated 
from a planar heterostructure comprising a thin Al layer epitaxially cov-
ering a high-mobility InAs two-dimensional electron gas (2DEG)14. As a 
consequence of the highly transparent superconductor–semiconductor 
interface15, a hard superconducting gap is induced in the InAs layer16,17. 
Selectively removing an Al stripe of width W1 and length L1 defines a  
normal InAs region, laterally contacted by superconducting leads, as 
shown in Fig. 1a. Superconducting gaps ∆ exp(±iϕ/2), opening below 
the Al planes on the right-hand and left-hand sides18,19, respectively, con-
fine low-energy quasiparticles within the normal InAs channel. Owing to 
the strong spin–orbit interaction in InAs (ref. 14), together with the lateral 
confinement, the JJ of Fig. 1a is predicted to undergo a topological tran-
sition at high magnetic field B|| parallel to the junction9, with Majorana 
modes isolated from the continuum forming at the end points (crosses in 
Fig. 1a), similarly to conventional nanowires20,21. Most strikingly, phase 
control offers an additional tuning parameter to enter the topological 
regime that has not been explored so far. Biasing the JJ to ϕ = π has been 
predicted to reduce the critical magnetic field of the topological transition, 
and to enlarge its phase boundaries in chemical potential10.

Here we investigate planar JJs such as that in Fig. 1a as a function 
of B||, chemical potential µ and phase difference ϕ. Phase biasing is 
obtained by embedding the JJ in a direct-current superconducting 
quantum interference device (d.c. SQUID) threaded by a magnetic 

flux22. A robust zero-bias peak (ZBP) exhibiting strong dependence 
on ϕ is measured by tunnelling spectroscopy using a laterally coupled 
quantum point contact (QPC), as schematically shown in Fig. 1a. The 
ZBP behaviour is consistent with a Majorana mode in a finite-size top-
ological JJ (see Extended Data Figs. 1, 2).

Figure 1b shows a schematic of our device, which consists of a 
three-terminal asymmetric SQUID with two JJs, labelled 1 and 2, and 
a tunnelling probe coupling to a normal lead on the top end of JJ1. 
Figure 1c shows an electron micrograph in the surroundings of JJ1. 
The junctions are characterized by Josephson critical currents Ic,2 > 
Ic,1, such that the phase difference ϕ across JJ1 can be tuned from 0 to 
∼π by threading the SQUID loop with a magnetic flux Φ (generated 
by the out-of-plane field B⊥) varying from 0 to Φ0/2, where Φ0  = h/2e 
is the superconducting flux quantum (e is the electron charge and h 
the Planck constant). The SQUID is laterally connected to two super-
conducting leads that serve as ground and allow measurement of the 
Josephson critical current of the interferometer (see Extended Data 
Figs. 9 and 10). The SQUID loop is obtained by a combination of deep 
wet etching on the semiconductor heterostructure and selective wet 
etching of the top Al layer. A HfO2 dielectric layer is deposited over the 
entire sample for gate isolation, followed by lift-off of the Ti/Au gate 
structures. Top gates V1 and V2 control the chemical potential in JJ1 
and JJ2, respectively. Split gates deposited at the top end of JJ1 form a 
QPC. In the tunnelling regime, the QPC serves as a spectroscopic probe 
revealing the local density of states of JJ1. The uppermost gate extends 
between the QPC gates and helps in defining a sharp tunnel barrier 
when operated at a voltage Vtop ≈ 0. To ensure a hard superconducting 
gap in high parallel fields, the QPC gates additionally confine the 2DEG 
beneath the narrow Al leads6,7 (see Fig. 1c). We present data for a device 
with W1 = 80, W2 = 40 nm, L1 = 1.6 µm and L2 = 5 µm. The width 
of the superconducting leads is WS1 = WS2 = 160 nm for both JJs, and 
the SQUID loop area is approximately 8 µm2. Data were reproduced 
for two additional devices with W1 = 80 nm and 120 nm respectively 
(other dimensions are the same as before) and presented in Extended 
Data Figs. 5, 7 and 8. Differential conductance G was measured in a 
four-terminal configuration by standard a.c. lock-in techniques in a 
dilution refrigerator with an electron base temperature of about 40 mK.

Figure 2a shows G as a function of the bias voltage Vsd and Φ at 
B|| = 0. The induced superconducting gap ∆(Φ = 0) ≈ 150 µeV peri-
odically oscillates as a function of Φ and is reduced by about 50% at 
Φ = (2n + 1)Φ0/2, where n is an integer. This behaviour indicates 
phase-coherent transport through JJ1 generated by Andreev reflection 
processes23,24 at the interfaces between the bare 2DEG and the prox-
imitized leads. The flux modulation of the whole continuum of states 
outside the gap is expected for JJs with narrow superconducting leads 
( ξ!WS1 S, where ξ = /π∆≈hvS F 1.5 µm is the superconducting coher-
ence length and vF is the Fermi velocity in the semiconductor), while 

Q1

Q2
Q3
Q4
Q5

1Center for Quantum Devices, Niels Bohr Institute, University of Copenhagen and Microsoft Quantum Lab Copenhagen, Copenhagen, Denmark. 2James Franck Institute, The University of Chicago, 
Chicago, IL, USA. 3Station Q, Microsoft Research, Santa Barbara, CA, USA. 4Department of Physics and Astronomy and Microsoft Quantum Lab Purdue, Purdue University, West Lafayette, IN, 
USA. 5Birck Nanotechnology Center, Purdue University, West Lafayette, IN, USA. 6Department of Condensed Matter Physics, Weizmann Institute of Science, Rehovot, Israel. 7School of Materials 
Engineering, Purdue University, West Lafayette, IN, USA. 8School of Electrical and Computer Engineering, Purdue University, West Lafayette, IN, USA. 9Present address: IBM Research—Zurich, 
Rüschlikon, Switzerland. 10These authors contributed equally: Antonio Fornieri, Alexander M. Whiticar. *e-mail: marcus@nbi.ku.dk; fni@ibm.zurich.com

N A T U R E | www.nature.com/nature



3

G (2e2/h)
0.1 0.15

G (2e2/h)
0.1 0.2

0

-0.15

0.15

-Φ0 0 Φ0

B|| = 775 mT

0

-0.15

0.15

-Φ0 0 Φ0

B|| = 600 mT

0

-0.15

0.15

-Φ0 0 Φ0

B|| = 525 mTB|| = 250 mT

-Φ0 0 Φ0

0

-0.2

0.2

b da c

V
sd

 (m
V

)

0

-0.2

0.2

-Φ0 0 Φ0

B|| = 0

G (2e2/h)
0.20 0.4

G (2e2/h)
0.10.05 0.15

e

G (2e2/h)

0.2

0

0.4

 

V
sd

 (m
V

)

0

-0.2

0.2

B|| (T)
0 0.50.25 0.75 1

hgf

-0.25 0 0.25
B┴ (mT)

-0.25 0 0.25
B┴ (mT)

-0.25 0 0.25
B┴ (mT)

-0.25 0 0.25
B┴ (mT)

-0.25 0 0.25
B┴ (mT)

G
 (2

e2 /
h)

0

0.2

0.4

Vsd (mV)
-0.15 0 0.15

B|| = 0

0

0.2

Vsd (mV)
-0.1 0 0.1

0.1

0

0.1

0.2

Vsd (mV)
-0.1 0 0.1

G (2e2/h)
0.150.05 0.25

B|| = 525 mT B|| = 775 mT i

FIG. 2. Evolution of the zero-bias peak in parallel field. a-e, Di↵erential conductance G as a function of magnetic
flux, �, piercing the SQUID loop and source-drain bias, Vsd, measured at di↵erent values of magnetic field, Bk, parallel to
the junction. The flux is generated by the out-of-plane field B?. The values of B? have been shifted to remove o↵sets. f-h,
Line-cuts of G versus Vsd at di↵erent values of Bk for phase bias ' = 0 (black lines) and ' ⇠ ⇡ (red lines), as indicated by the
ticks in panels a, c and e. i, G as a function of Vsd and Bk at ' = 0. The plot was reconstructed from line-cuts as the ones
shown in panels f-g. The measurements were taken at the top gate voltage V1 = V ?

1 = �118.5 mV.

the induced gap softens and the phase dependence of sub-
gap states gradually disappears as the JJs of the SQUID
reach the resistive state.

The observed behavior of the ZBP in field and phase is
in good qualitative agreement with the calculated spec-
trum of a finite-size topological JJ, as shown in Extended
Data Fig. 2. As the Zeeman field is increased, two dis-
crete sub-gap states are expected to merge at zero energy
for ' = ⇡ and gradually extend in phase until reaching
' = 0. The calculated gapped zero-energy state around
' = 0 is characterized by a Majorana wave function local-
ized at the edges of the JJ (see Extended Data Fig. 2h).
The oscillations in energy of the observed state at ' ⇠ ⇡

are reproduced by the simulations and can be understood
in terms of hybridization of the Majorana modes (Ex-
tended Data Fig. 2i), since at this value of ' the induced
gap is minimized and, as a result, the coherence length
is maximized.

One of the most interesting features predicted for a
perfectly transparent JJ is the significant expansion of
the topological phase in magnetic field and chemical po-
tential at ' = ⇡ [10]. We therefore investigated the sta-
bility of the ZBP, starting from its dependence on the

gate voltage V1, which controls the chemical potential in
JJ1. In order to explore e�ciently our 4-dimensional pa-
rameter space, we recorded the third harmonic I3!(Vsd)
of the current measured by the lock-in amplifier. As
shown in the Methods and in Extended Data Fig. 7,
I3!(Vsd) / �G

00(Vsd) = �(@2
G/@V

2)|Vsd . A ZBP in
conductance is therefore identified by a positive value of
I3!(Vsd = 0), i.e., by a negative value of G00(Vsd = 0),
which indicates a negative curvature around Vsd = 0.

Figure 3 displays I3!(Vsd = 0) as a function of � and
V1 for di↵erent values of Bk. At Bk = 500 mT horizontal
stripes showing positive values of I3!(Vsd = 0) are visi-
ble at ' ' (2n + 1)⇡. Increasing the field causes the re-
gion of negative curvature to expand around the voltage
V

?
1 = �118.5 mV by ⇠ 2 mV and in phase extending to

2n⇡. For Bk = 650 mT the ZBP region expands further
around V

?
1 , while a maximum develops at ' ' (2n+1)⇡,

indicating that the ZBP has split to finite energy. The
ZBP region covers a maximum range of 10 mV at 775
mT and remains extended in phase for ' 6= (2n+ 1)⇡.

The finite range of V1 over which the ZBP is stable is
explained by the narrow width WS1 ⌧ ⇠S of the super-
conducting leads, which e↵ectively decrease the ratio be-
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Majorana zero modes — quasiparticle states localized at the 
boundaries of topological superconductors — are expected to be 
ideal building blocks for fault-tolerant quantum computing1,2. 
Several observations of zero-bias conductance peaks measured by 
tunnelling spectroscopy above a critical magnetic field have been 
reported as experimental indications of Majorana zero modes in 
superconductor–semiconductor nanowires3–8. On the other hand, 
two-dimensional systems offer the alternative approach of confining 
Majorana channels within planar Josephson junctions, in which the 
phase difference ϕ between the superconducting leads represents an 
additional tuning knob that is predicted to drive the system into the 
topological phase at lower magnetic fields than for a system without 
phase bias9,10. Here we report the observation of phase-dependent 
zero-bias conductance peaks measured by tunnelling spectroscopy 
at the end of Josephson junctions realized on a heterostructure 
consisting of aluminium on indium arsenide. Biasing the junction to 
ϕ ≈ π reduces the critical field at which the zero-bias peak appears, 
with respect to ϕ = 0. The phase and magnetic-field dependence 
of the zero-energy states is consistent with a model of Majorana 
zero modes in finite-size Josephson junctions. As well as providing 
experimental evidence of phase-tuned topological superconductivity, 
our devices are compatible with superconducting quantum 
electrodynamics architectures11 and are scalable to the complex 
geometries needed for topological quantum computing9,12,13.

The Josephson junctions (JJs) studied in this work were fabricated 
from a planar heterostructure comprising a thin Al layer epitaxially cov-
ering a high-mobility InAs two-dimensional electron gas (2DEG)14. As a 
consequence of the highly transparent superconductor–semiconductor 
interface15, a hard superconducting gap is induced in the InAs layer16,17. 
Selectively removing an Al stripe of width W1 and length L1 defines a  
normal InAs region, laterally contacted by superconducting leads, as 
shown in Fig. 1a. Superconducting gaps ∆ exp(±iϕ/2), opening below 
the Al planes on the right-hand and left-hand sides18,19, respectively, con-
fine low-energy quasiparticles within the normal InAs channel. Owing to 
the strong spin–orbit interaction in InAs (ref. 14), together with the lateral 
confinement, the JJ of Fig. 1a is predicted to undergo a topological tran-
sition at high magnetic field B|| parallel to the junction9, with Majorana 
modes isolated from the continuum forming at the end points (crosses in 
Fig. 1a), similarly to conventional nanowires20,21. Most strikingly, phase 
control offers an additional tuning parameter to enter the topological 
regime that has not been explored so far. Biasing the JJ to ϕ = π has been 
predicted to reduce the critical magnetic field of the topological transition, 
and to enlarge its phase boundaries in chemical potential10.

Here we investigate planar JJs such as that in Fig. 1a as a function 
of B||, chemical potential µ and phase difference ϕ. Phase biasing is 
obtained by embedding the JJ in a direct-current superconducting 
quantum interference device (d.c. SQUID) threaded by a magnetic 

flux22. A robust zero-bias peak (ZBP) exhibiting strong dependence 
on ϕ is measured by tunnelling spectroscopy using a laterally coupled 
quantum point contact (QPC), as schematically shown in Fig. 1a. The 
ZBP behaviour is consistent with a Majorana mode in a finite-size top-
ological JJ (see Extended Data Figs. 1, 2).

Figure 1b shows a schematic of our device, which consists of a 
three-terminal asymmetric SQUID with two JJs, labelled 1 and 2, and 
a tunnelling probe coupling to a normal lead on the top end of JJ1. 
Figure 1c shows an electron micrograph in the surroundings of JJ1. 
The junctions are characterized by Josephson critical currents Ic,2 > 
Ic,1, such that the phase difference ϕ across JJ1 can be tuned from 0 to 
∼π by threading the SQUID loop with a magnetic flux Φ (generated 
by the out-of-plane field B⊥) varying from 0 to Φ0/2, where Φ0  = h/2e 
is the superconducting flux quantum (e is the electron charge and h 
the Planck constant). The SQUID is laterally connected to two super-
conducting leads that serve as ground and allow measurement of the 
Josephson critical current of the interferometer (see Extended Data 
Figs. 9 and 10). The SQUID loop is obtained by a combination of deep 
wet etching on the semiconductor heterostructure and selective wet 
etching of the top Al layer. A HfO2 dielectric layer is deposited over the 
entire sample for gate isolation, followed by lift-off of the Ti/Au gate 
structures. Top gates V1 and V2 control the chemical potential in JJ1 
and JJ2, respectively. Split gates deposited at the top end of JJ1 form a 
QPC. In the tunnelling regime, the QPC serves as a spectroscopic probe 
revealing the local density of states of JJ1. The uppermost gate extends 
between the QPC gates and helps in defining a sharp tunnel barrier 
when operated at a voltage Vtop ≈ 0. To ensure a hard superconducting 
gap in high parallel fields, the QPC gates additionally confine the 2DEG 
beneath the narrow Al leads6,7 (see Fig. 1c). We present data for a device 
with W1 = 80, W2 = 40 nm, L1 = 1.6 µm and L2 = 5 µm. The width 
of the superconducting leads is WS1 = WS2 = 160 nm for both JJs, and 
the SQUID loop area is approximately 8 µm2. Data were reproduced 
for two additional devices with W1 = 80 nm and 120 nm respectively 
(other dimensions are the same as before) and presented in Extended 
Data Figs. 5, 7 and 8. Differential conductance G was measured in a 
four-terminal configuration by standard a.c. lock-in techniques in a 
dilution refrigerator with an electron base temperature of about 40 mK.

Figure 2a shows G as a function of the bias voltage Vsd and Φ at 
B|| = 0. The induced superconducting gap ∆(Φ = 0) ≈ 150 µeV peri-
odically oscillates as a function of Φ and is reduced by about 50% at 
Φ = (2n + 1)Φ0/2, where n is an integer. This behaviour indicates 
phase-coherent transport through JJ1 generated by Andreev reflection 
processes23,24 at the interfaces between the bare 2DEG and the prox-
imitized leads. The flux modulation of the whole continuum of states 
outside the gap is expected for JJs with narrow superconducting leads 
( ξ!WS1 S, where ξ = /π∆≈hvS F 1.5 µm is the superconducting coher-
ence length and vF is the Fermi velocity in the semiconductor), while 
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the non-complete closure of the gap at Φ = (2n + 1)Φ0/2 is associated 
with the finite length L1 of the junction and with possible unintended 
asymmetries in the etched superconducting leads (see Methods and 
Extended Data Fig. 2 for further details). The finite sub-gap conduct-
ance at B|| = 0 (see Fig. 2f) is due to a relatively high tunnelling trans-
mission and can be suppressed by tuning Vqpc to be more negative, as 
shown in Extended Data Figs. 4 and 5.

As B|| is increased, discrete Andreev bound states (ABSs) enter 
the gap and move towards zero energy, as shown by flux-depend-
ent separated conductance peaks at | Vsd | ≈ 0.05-0.1 mV.] in Fig. 2b 
for B|| = 250 mT. We note that these states have an asymmetric flux 
dependence. We attribute this behaviour to the presence of a strong 
spin–orbit interaction and a finite Zeeman field, similar to what has 
been predicted and observed for quasi-one-dimensional systems25,26.

At higher values of B||, a ZBP in conductance appears at 
Φ = (2n + 1)Φ0/2 (corresponding to ϕ ≈ π), whereas it vanishes 
when Φ is set to 2nΦ0, that is, when ϕ = 0, as shown in Fig. 2c for 
B|| = 525 mT. The phase dependence of the ZBP is highlighted in 
Fig. 2g, which displays the conductance line-cuts for ϕ = 0, π.

At even higher fields, from 600 mT to 1 T, the ZBP extends over the 
whole ϕ range, except at ϕ ≈ π where a relative minimum is observed 
(Fig. 2d,e,h). In this range of B||, the state remains at zero energy for 
ϕ = 0, as shown in Fig. 2h, whereas it oscillates and moves to higher 
energies for ϕ ≈ π (see Extended Data Fig. 4f). Above B|| = 1 T, the 
induced gap softens, and the phase dependence of sub-gap states grad-
ually disappears as the JJs of the SQUID reach the resistive state.

The observed behaviour of the ZBP in field and phase is in good 
qualitative agreement with the calculated spectrum of a finite-size 
topological JJ, as shown in Extended Data Fig. 2. As the Zeeman field 

is increased, two discrete sub-gap states are expected to merge at zero 
energy for ϕ = π and gradually extend in phase until reaching ϕ = 0. 
The calculated gapped zero-energy state around ϕ = 0 is character-
ized by a Majorana wavefunction localized at the edges of the JJ (see 
Extended Data Fig. 2h). The oscillations in energy of the observed state 
at ϕ ≈ π are reproduced by the simulations and can be understood in 
terms of hybridization of the Majorana modes (Extended Data Fig. 2i), 
because at this value of ϕ the induced gap is minimized and, as a result, 
the coherence length is maximized.

One of the most interesting features predicted for a perfectly trans-
parent JJ is the expansion of the topological phase in magnetic field and 
chemical potential at ϕ = π (ref. 10). We therefore investigated the sta-
bility of the ZBP, starting from its dependence on the gate voltage V1, 
which controls the chemical potential in JJ1. To explore efficiently our 
4D parameter space, we recorded the third harmonic ωI V( )3 sd  of the 
current measured by the lock-in amplifier (this gives information about 
the curvature at zero bias without the need for sweeping Vsd, reducing 
the 4D parameter space by one dimension). As shown in the Methods 
and in Extended Data Fig. 6, ∣∝ − ″ = − ∂ /∂ωI V G V G V( ) ( ) ( ) V3 sd sd

2 2
sd
. 

A ZBP in conductance is therefore identified by a positive value of 
=ωI V( 0)3 sd , that is, by a negative value of ″ =G V( 0)sd , which indicates 

a negative curvature around =V 0sd .
Figure 3 displays =ωI V( 0)3 sd  as a function of Φ and V1 for different 

values of B||. At B|| = 500 mT, horizontal stripes showing positive values 
of =ωI V( 0)3 sd  are visible at ϕ ≈ (2n + 1)π. Increasing the field causes 
the region of negative curvature to expand around the voltage 
V1* = −118.5 mV by ≈ 2 mV and in phase extending to 2nπ. For 
B|| = 650 mT, the ZBP region expands further around V1*, while a 
maximum develops at ϕ ≈ (2n + 1)π, indicating that the ZBP has split 
to finite energy. The ZBP region covers a maximum range of 10 mV at 
775 mT and remains extended in phase for ϕ≠(2n + 1)π.

The finite range of V1 over which the ZBP is stable is explained by 
the narrow width ξ!WS1 S of the superconducting leads, which effec-
tively decrease the ratio between Andreev and normal reflection prob-
abilities, thus reducing the size of the topological phase as a function 
of µ (see Extended Data Figs. 1a and 2a). Although this geometry 
causes a deviation from the predicted behaviour of a topological JJ, in 
our devices the finite width is necessary to guarantee a well-defined 
induced gap up to 1 T (see Methods for further details).

The complementary study of the ZBP stability in Φ and B|| for different 
values of V1 is shown in Fig. 4. At V1  = −116 mV (Fig. 4a), extended 
regions of positive =ωI (V 0)3 sd  indicating a stable ZBP appear above an 
oscillating critical field Bc(ϕ), which reaches a minimum value of 
Bc([2n + 1]π) = 570 mT, as indicated by the blue arrow. On the other 
hand, the vertical stripe visible at B|| ≈ 0.4 T is due to ABSs crossing zero 
energy without sticking. Similar to what was observed above as a function 
of the chemical potential, the negative curvature region expands in terms 
of B|| range for V1 = V1*, where Bc([2n + 1]π) = 435 mT (Fig. 4b). At 
more negative V1, the ZBP regime contracts again (Bc([2n + 1]
π) = 480 mT, Fig. 4c), consistent with the stability maps shown in Fig. 3.

The combined results shown in Figs. 3 and 4 indicate the expansion 
of the ZBP region from ϕ ≈ π to the full phase range as B|| is increased. 
This behaviour is in qualitative agreement with the topological phase 
diagrams calculated for our system (see Extended Data Figs. 1a, b and 
2a, b). We note that for specific values of chemical potential, the model 
of a perfectly symmetric and clean JJ predicts a topological phase transi-
tion close to zero field (see Extended Data Fig. 1), while experimentally 
a ZBP is observed only above 400 mT, as discussed above. This discrep-
ancy could be ascribed to non-idealities of JJ1, such as disorder27,28 and 
unintended asymmetries in the superconducting leads (see Extended 
Data Fig. 2). A broken left–right symmetry in JJ1 could also explain 
the observed asymmetry in the phase dependence of the ZBP region at 
different values of V1 (Fig. 4). Although we do not observe a reduction 
of the critical field down to zero, our design decreases Bc by about a 
factor of 4 compared with previous experiments on 1D Majorana wires 
defined below Al stripes in similar heterostructures6,7. This is due to 

b

InAs Al Ti/Au

a

Junction 1

Junction 2

Vtop

V1

Vqpc

VqpcVtopVsd + Vac

Vqpc

1 μm

c
)

)

2DEG

B||

B||

Bt

W1
WS1

WS2

W2

L1

QPC

B⊥

L1

V2

V1

–M/2 M/2

Vqpc

Fig. 1 | Topological Josephson junction. a, Schematic of a planar JJ 
formed by two epitaxial superconducting layers (represented in blue) 
covering a 2DEG with strong spin–orbit interaction (grey). A 1D channel, 
defined between the superconducting leads, can be tuned into the 
topological regime with Majorana modes (red crosses) at its ends by the 
parallel field B||, the 2DEG chemical potential µ and the phase difference 
between the superconductors ϕ. Majorana modes can be probed in 
tunnelling spectroscopy using a QPC located at one end of the JJ.  
b, Schematic of the measured device (not to scale) consisting of a 
superconducting loop interrupted by two JJs (labelled 1 and 2) in parallel. 
The interferometer is formed by InAs 2DEG (light grey) and epitaxial Al 
(blue). Five Ti/Au gates (yellow) allow independent tuning of the chemical 
potential in JJ1 (gate voltage V1), the chemical potential in JJ2 (V2) and the 
transmission of a tunnel barrier at the top end of JJ1 (with gate voltages 
Vqpc and Vtop). The applied a.c. and d.c. bias voltages (Vac and Vsd) are also 
indicated, together with the direction of magnetic field parallel (B||) and 
transverse (Bt) to the JJ, and the magnetic flux Φ. c, False-colour scanning 
electron micrograph of the top part of a typical device, as in the dashed 
box shown in b. The colours are the same as those used in b.
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Majorana zero modes — quasiparticle states localized at the 
boundaries of topological superconductors — are expected to be 
ideal building blocks for fault-tolerant quantum computing1,2. 
Several observations of zero-bias conductance peaks measured by 
tunnelling spectroscopy above a critical magnetic field have been 
reported as experimental indications of Majorana zero modes in 
superconductor–semiconductor nanowires3–8. On the other hand, 
two-dimensional systems offer the alternative approach of confining 
Majorana channels within planar Josephson junctions, in which the 
phase difference ϕ between the superconducting leads represents an 
additional tuning knob that is predicted to drive the system into the 
topological phase at lower magnetic fields than for a system without 
phase bias9,10. Here we report the observation of phase-dependent 
zero-bias conductance peaks measured by tunnelling spectroscopy 
at the end of Josephson junctions realized on a heterostructure 
consisting of aluminium on indium arsenide. Biasing the junction to 
ϕ ≈ π reduces the critical field at which the zero-bias peak appears, 
with respect to ϕ = 0. The phase and magnetic-field dependence 
of the zero-energy states is consistent with a model of Majorana 
zero modes in finite-size Josephson junctions. As well as providing 
experimental evidence of phase-tuned topological superconductivity, 
our devices are compatible with superconducting quantum 
electrodynamics architectures11 and are scalable to the complex 
geometries needed for topological quantum computing9,12,13.

The Josephson junctions (JJs) studied in this work were fabricated 
from a planar heterostructure comprising a thin Al layer epitaxially cov-
ering a high-mobility InAs two-dimensional electron gas (2DEG)14. As a 
consequence of the highly transparent superconductor–semiconductor 
interface15, a hard superconducting gap is induced in the InAs layer16,17. 
Selectively removing an Al stripe of width W1 and length L1 defines a  
normal InAs region, laterally contacted by superconducting leads, as 
shown in Fig. 1a. Superconducting gaps ∆ exp(±iϕ/2), opening below 
the Al planes on the right-hand and left-hand sides18,19, respectively, con-
fine low-energy quasiparticles within the normal InAs channel. Owing to 
the strong spin–orbit interaction in InAs (ref. 14), together with the lateral 
confinement, the JJ of Fig. 1a is predicted to undergo a topological tran-
sition at high magnetic field B|| parallel to the junction9, with Majorana 
modes isolated from the continuum forming at the end points (crosses in 
Fig. 1a), similarly to conventional nanowires20,21. Most strikingly, phase 
control offers an additional tuning parameter to enter the topological 
regime that has not been explored so far. Biasing the JJ to ϕ = π has been 
predicted to reduce the critical magnetic field of the topological transition, 
and to enlarge its phase boundaries in chemical potential10.

Here we investigate planar JJs such as that in Fig. 1a as a function 
of B||, chemical potential µ and phase difference ϕ. Phase biasing is 
obtained by embedding the JJ in a direct-current superconducting 
quantum interference device (d.c. SQUID) threaded by a magnetic 

flux22. A robust zero-bias peak (ZBP) exhibiting strong dependence 
on ϕ is measured by tunnelling spectroscopy using a laterally coupled 
quantum point contact (QPC), as schematically shown in Fig. 1a. The 
ZBP behaviour is consistent with a Majorana mode in a finite-size top-
ological JJ (see Extended Data Figs. 1, 2).

Figure 1b shows a schematic of our device, which consists of a 
three-terminal asymmetric SQUID with two JJs, labelled 1 and 2, and 
a tunnelling probe coupling to a normal lead on the top end of JJ1. 
Figure 1c shows an electron micrograph in the surroundings of JJ1. 
The junctions are characterized by Josephson critical currents Ic,2 > 
Ic,1, such that the phase difference ϕ across JJ1 can be tuned from 0 to 
∼π by threading the SQUID loop with a magnetic flux Φ (generated 
by the out-of-plane field B⊥) varying from 0 to Φ0/2, where Φ0  = h/2e 
is the superconducting flux quantum (e is the electron charge and h 
the Planck constant). The SQUID is laterally connected to two super-
conducting leads that serve as ground and allow measurement of the 
Josephson critical current of the interferometer (see Extended Data 
Figs. 9 and 10). The SQUID loop is obtained by a combination of deep 
wet etching on the semiconductor heterostructure and selective wet 
etching of the top Al layer. A HfO2 dielectric layer is deposited over the 
entire sample for gate isolation, followed by lift-off of the Ti/Au gate 
structures. Top gates V1 and V2 control the chemical potential in JJ1 
and JJ2, respectively. Split gates deposited at the top end of JJ1 form a 
QPC. In the tunnelling regime, the QPC serves as a spectroscopic probe 
revealing the local density of states of JJ1. The uppermost gate extends 
between the QPC gates and helps in defining a sharp tunnel barrier 
when operated at a voltage Vtop ≈ 0. To ensure a hard superconducting 
gap in high parallel fields, the QPC gates additionally confine the 2DEG 
beneath the narrow Al leads6,7 (see Fig. 1c). We present data for a device 
with W1 = 80, W2 = 40 nm, L1 = 1.6 µm and L2 = 5 µm. The width 
of the superconducting leads is WS1 = WS2 = 160 nm for both JJs, and 
the SQUID loop area is approximately 8 µm2. Data were reproduced 
for two additional devices with W1 = 80 nm and 120 nm respectively 
(other dimensions are the same as before) and presented in Extended 
Data Figs. 5, 7 and 8. Differential conductance G was measured in a 
four-terminal configuration by standard a.c. lock-in techniques in a 
dilution refrigerator with an electron base temperature of about 40 mK.

Figure 2a shows G as a function of the bias voltage Vsd and Φ at 
B|| = 0. The induced superconducting gap ∆(Φ = 0) ≈ 150 µeV peri-
odically oscillates as a function of Φ and is reduced by about 50% at 
Φ = (2n + 1)Φ0/2, where n is an integer. This behaviour indicates 
phase-coherent transport through JJ1 generated by Andreev reflection 
processes23,24 at the interfaces between the bare 2DEG and the prox-
imitized leads. The flux modulation of the whole continuum of states 
outside the gap is expected for JJs with narrow superconducting leads 
( ξ!WS1 S, where ξ = /π∆≈hvS F 1.5 µm is the superconducting coher-
ence length and vF is the Fermi velocity in the semiconductor), while 
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by the epitaxial Al layer, which is contacted directly by
wedge bonding through the insulating HfO2.

Measurements. Electrical measurements were per-
formed in a dilution refrigerator with a base temperature
of 15 mK with conventional DC and lock-in techniques
using low frequencies (⌫ < 200 Hz) excitations. In order
to measure the di↵erential conductance G = dI/dV , an
AC voltage bias of Vac = 3 µV, superimposed to a vari-
able DC bias Vsd, was applied to the top lead of the device
(see Fig. 1b), with one of the SQUID leads grounded via
a low-impedance current-to-voltage converter. An AC
voltage amplifier with an input impedance of 500 M⌦
was used to measure the four terminal voltage across
the device. Information about the second derivative of
the conductanceG00(Vsd) = @

2
G/@V

2|Vsd was experimen-
tally obtained by recording the third harmonic I3!(Vsd)
of the current measured by the lock-in amplifier (model
SR830, which allows to detect signals at harmonics of
the reference frequency). Indeed, when a sinusoidal time-
dependent excitation V (t) = Vsd + Vac sin(!t) is applied
to the device, the measured output current can be ex-
panded in Taylor’s series as:
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In order to increase the signal-to-noise ratio, the measure-
ment of I3!(Vsd) was performed with an amplitude Vac

of the excitation greater than the temperature-limited
full width at half maximum of a Lorentzian feature, i.e.,
Vac

>⇠ 3.5 kBT , where kB is the Boltzmann constant and
T ⇠ 40 mK is the electron temperature in our devices.
The comparison between I3!(Vsd) and G

00(Vsd) is shown
in Extended Data Fig. 7.

The SQUID device was separately characterized. The
SQUID di↵erential resistance R = dV/dI was obtained
by applying an AC current bias Iac < 5 nA, superimposed
to a variable DC current bias IDC, to the superconduct-
ing leads of the interferometer, with the tunnneling probe
closed and floating. The behavior of the Josephson crit-
ical current is shown in Extended Data Figs. 11 and 12.

We studied seven devices characterized by di↵erent di-
mensions of JJ1. Devices 1 and 2 have W1 = 80 nm
and WS1 = 160 nm, device 3 has W1 = 120 nm and
WS1 = 160 nm, device 4 has W1 = 40 nm and WS1 = 160
nm, device 5 has W1 = 160 nm and WS1 = 160 nm, de-
vice 6 has W1 = 80 nm and WS1 = 500 nm, whereas
device 7 has W1 = 80 nm and WS1 = 1 µm. All the

devices were designed with L1 = 1.6 µm, W2 = 40 nm,
L2 = 5 µm and WS2 = 160 nm. In device 3 spectroscopy
was performed by means of a QPC coupling JJ1 to a wide
Al plane, following the approach of Refs. 6, 7 (see Ex-
tended Data Fig. 10 for further details). Results consis-
tent with those presented in the main text were obtained
in devices 1, 2 and 3, while devices 4 and 5 did not show
robust ZBPs in field. In devices 6 and 7 the induced su-
perconducting gap collapsed at Bk ⇠ 200 mT without
showing any robust ZBP. The behavior of devices 6 and
7 is consistent with the softening of the induced gap in
low parallel fields observed below wide superconducting
leads [6, 16].
Theoretical model. We model JJ1 of the mea-

sured device using the Hamiltonian [9, 10] written in the
Nambu basis ( ", #, 

†
#,� 

†
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T as
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where  ",# are the annihilation operators for electrons
with spin up and down, � and ⌧ are the Pauli matrices
acting in the spin and particle-hole basis, respectively
with ⌧± = (⌧x ± i⌧y)/2. Here, m⇤ is the e↵ective elec-
tron mass, µ is the chemical potential, ↵ is the spin-orbit
coupling strength of InAs, EZ = gµBBk/2 is the Zeeman
field strength due to the applied magnetic field along the
junction (y direction) and �(x) is the proximity-induced
pairing potential. The proximity-induced pairing poten-
tial is taken to be nonzero in the 2DEG below the super-
conducting leads and zero in the junction, i.e.,
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(4)
where �L (�R) is the left (right) proximity-induced pair-
ing potential, ' is the superconducting phase di↵erence
between the two superconductors, W1 and WS1 are the
width of the junction and superconducting leads, re-
spectively. The Zeeman field EZ is taken to be uni-
form throughout the system. Numerical simulations
in this paper are done using experimental parameters:
m

⇤ = 0.026me [33], ↵ = 0.1 eVÅ [34], W1 = 80 nm
and WS1 = 160 nm. We consider two cases: 1. Left-
right symmetric junctions (�L = �R = 0.15 meV) and
2. Left-right asymmetric junctions (�L = 0.15 meV and
�R = 0.1 meV). The first case corresponds to an ideal-
ized clean system, whereas the second case takes into ac-
count the combined e↵ects of disorder [27, 28], variations
in the geometrical widths of the etched superconducting
leads and di↵erent couplings between the superconductor
and the semiconductor.

Phase diagram. We study the phase diagram of the
system as a function of the in-plane Zeeman field, phase
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Majorana zero modes — quasiparticle states localized at the 
boundaries of topological superconductors — are expected to be 
ideal building blocks for fault-tolerant quantum computing1,2. 
Several observations of zero-bias conductance peaks measured by 
tunnelling spectroscopy above a critical magnetic field have been 
reported as experimental indications of Majorana zero modes in 
superconductor–semiconductor nanowires3–8. On the other hand, 
two-dimensional systems offer the alternative approach of confining 
Majorana channels within planar Josephson junctions, in which the 
phase difference ϕ between the superconducting leads represents an 
additional tuning knob that is predicted to drive the system into the 
topological phase at lower magnetic fields than for a system without 
phase bias9,10. Here we report the observation of phase-dependent 
zero-bias conductance peaks measured by tunnelling spectroscopy 
at the end of Josephson junctions realized on a heterostructure 
consisting of aluminium on indium arsenide. Biasing the junction to 
ϕ ≈ π reduces the critical field at which the zero-bias peak appears, 
with respect to ϕ = 0. The phase and magnetic-field dependence 
of the zero-energy states is consistent with a model of Majorana 
zero modes in finite-size Josephson junctions. As well as providing 
experimental evidence of phase-tuned topological superconductivity, 
our devices are compatible with superconducting quantum 
electrodynamics architectures11 and are scalable to the complex 
geometries needed for topological quantum computing9,12,13.

The Josephson junctions (JJs) studied in this work were fabricated 
from a planar heterostructure comprising a thin Al layer epitaxially cov-
ering a high-mobility InAs two-dimensional electron gas (2DEG)14. As a 
consequence of the highly transparent superconductor–semiconductor 
interface15, a hard superconducting gap is induced in the InAs layer16,17. 
Selectively removing an Al stripe of width W1 and length L1 defines a  
normal InAs region, laterally contacted by superconducting leads, as 
shown in Fig. 1a. Superconducting gaps ∆ exp(±iϕ/2), opening below 
the Al planes on the right-hand and left-hand sides18,19, respectively, con-
fine low-energy quasiparticles within the normal InAs channel. Owing to 
the strong spin–orbit interaction in InAs (ref. 14), together with the lateral 
confinement, the JJ of Fig. 1a is predicted to undergo a topological tran-
sition at high magnetic field B|| parallel to the junction9, with Majorana 
modes isolated from the continuum forming at the end points (crosses in 
Fig. 1a), similarly to conventional nanowires20,21. Most strikingly, phase 
control offers an additional tuning parameter to enter the topological 
regime that has not been explored so far. Biasing the JJ to ϕ = π has been 
predicted to reduce the critical magnetic field of the topological transition, 
and to enlarge its phase boundaries in chemical potential10.

Here we investigate planar JJs such as that in Fig. 1a as a function 
of B||, chemical potential µ and phase difference ϕ. Phase biasing is 
obtained by embedding the JJ in a direct-current superconducting 
quantum interference device (d.c. SQUID) threaded by a magnetic 

flux22. A robust zero-bias peak (ZBP) exhibiting strong dependence 
on ϕ is measured by tunnelling spectroscopy using a laterally coupled 
quantum point contact (QPC), as schematically shown in Fig. 1a. The 
ZBP behaviour is consistent with a Majorana mode in a finite-size top-
ological JJ (see Extended Data Figs. 1, 2).

Figure 1b shows a schematic of our device, which consists of a 
three-terminal asymmetric SQUID with two JJs, labelled 1 and 2, and 
a tunnelling probe coupling to a normal lead on the top end of JJ1. 
Figure 1c shows an electron micrograph in the surroundings of JJ1. 
The junctions are characterized by Josephson critical currents Ic,2 > 
Ic,1, such that the phase difference ϕ across JJ1 can be tuned from 0 to 
∼π by threading the SQUID loop with a magnetic flux Φ (generated 
by the out-of-plane field B⊥) varying from 0 to Φ0/2, where Φ0  = h/2e 
is the superconducting flux quantum (e is the electron charge and h 
the Planck constant). The SQUID is laterally connected to two super-
conducting leads that serve as ground and allow measurement of the 
Josephson critical current of the interferometer (see Extended Data 
Figs. 9 and 10). The SQUID loop is obtained by a combination of deep 
wet etching on the semiconductor heterostructure and selective wet 
etching of the top Al layer. A HfO2 dielectric layer is deposited over the 
entire sample for gate isolation, followed by lift-off of the Ti/Au gate 
structures. Top gates V1 and V2 control the chemical potential in JJ1 
and JJ2, respectively. Split gates deposited at the top end of JJ1 form a 
QPC. In the tunnelling regime, the QPC serves as a spectroscopic probe 
revealing the local density of states of JJ1. The uppermost gate extends 
between the QPC gates and helps in defining a sharp tunnel barrier 
when operated at a voltage Vtop ≈ 0. To ensure a hard superconducting 
gap in high parallel fields, the QPC gates additionally confine the 2DEG 
beneath the narrow Al leads6,7 (see Fig. 1c). We present data for a device 
with W1 = 80, W2 = 40 nm, L1 = 1.6 µm and L2 = 5 µm. The width 
of the superconducting leads is WS1 = WS2 = 160 nm for both JJs, and 
the SQUID loop area is approximately 8 µm2. Data were reproduced 
for two additional devices with W1 = 80 nm and 120 nm respectively 
(other dimensions are the same as before) and presented in Extended 
Data Figs. 5, 7 and 8. Differential conductance G was measured in a 
four-terminal configuration by standard a.c. lock-in techniques in a 
dilution refrigerator with an electron base temperature of about 40 mK.

Figure 2a shows G as a function of the bias voltage Vsd and Φ at 
B|| = 0. The induced superconducting gap ∆(Φ = 0) ≈ 150 µeV peri-
odically oscillates as a function of Φ and is reduced by about 50% at 
Φ = (2n + 1)Φ0/2, where n is an integer. This behaviour indicates 
phase-coherent transport through JJ1 generated by Andreev reflection 
processes23,24 at the interfaces between the bare 2DEG and the prox-
imitized leads. The flux modulation of the whole continuum of states 
outside the gap is expected for JJs with narrow superconducting leads 
( ξ!WS1 S, where ξ = /π∆≈hvS F 1.5 µm is the superconducting coher-
ence length and vF is the Fermi velocity in the semiconductor), while 
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the non-complete closure of the gap at Φ = (2n + 1)Φ0/2 is associated 
with the finite length L1 of the junction and with possible unintended 
asymmetries in the etched superconducting leads (see Methods and 
Extended Data Fig. 2 for further details). The finite sub-gap conduct-
ance at B|| = 0 (see Fig. 2f) is due to a relatively high tunnelling trans-
mission and can be suppressed by tuning Vqpc to be more negative, as 
shown in Extended Data Figs. 4 and 5.

As B|| is increased, discrete Andreev bound states (ABSs) enter 
the gap and move towards zero energy, as shown by flux-depend-
ent separated conductance peaks at | Vsd | ≈ 0.05-0.1 mV.] in Fig. 2b 
for B|| = 250 mT. We note that these states have an asymmetric flux 
dependence. We attribute this behaviour to the presence of a strong 
spin–orbit interaction and a finite Zeeman field, similar to what has 
been predicted and observed for quasi-one-dimensional systems25,26.

At higher values of B||, a ZBP in conductance appears at 
Φ = (2n + 1)Φ0/2 (corresponding to ϕ ≈ π), whereas it vanishes 
when Φ is set to 2nΦ0, that is, when ϕ = 0, as shown in Fig. 2c for 
B|| = 525 mT. The phase dependence of the ZBP is highlighted in 
Fig. 2g, which displays the conductance line-cuts for ϕ = 0, π.

At even higher fields, from 600 mT to 1 T, the ZBP extends over the 
whole ϕ range, except at ϕ ≈ π where a relative minimum is observed 
(Fig. 2d,e,h). In this range of B||, the state remains at zero energy for 
ϕ = 0, as shown in Fig. 2h, whereas it oscillates and moves to higher 
energies for ϕ ≈ π (see Extended Data Fig. 4f). Above B|| = 1 T, the 
induced gap softens, and the phase dependence of sub-gap states grad-
ually disappears as the JJs of the SQUID reach the resistive state.

The observed behaviour of the ZBP in field and phase is in good 
qualitative agreement with the calculated spectrum of a finite-size 
topological JJ, as shown in Extended Data Fig. 2. As the Zeeman field 

is increased, two discrete sub-gap states are expected to merge at zero 
energy for ϕ = π and gradually extend in phase until reaching ϕ = 0. 
The calculated gapped zero-energy state around ϕ = 0 is character-
ized by a Majorana wavefunction localized at the edges of the JJ (see 
Extended Data Fig. 2h). The oscillations in energy of the observed state 
at ϕ ≈ π are reproduced by the simulations and can be understood in 
terms of hybridization of the Majorana modes (Extended Data Fig. 2i), 
because at this value of ϕ the induced gap is minimized and, as a result, 
the coherence length is maximized.

One of the most interesting features predicted for a perfectly trans-
parent JJ is the expansion of the topological phase in magnetic field and 
chemical potential at ϕ = π (ref. 10). We therefore investigated the sta-
bility of the ZBP, starting from its dependence on the gate voltage V1, 
which controls the chemical potential in JJ1. To explore efficiently our 
4D parameter space, we recorded the third harmonic ωI V( )3 sd  of the 
current measured by the lock-in amplifier (this gives information about 
the curvature at zero bias without the need for sweeping Vsd, reducing 
the 4D parameter space by one dimension). As shown in the Methods 
and in Extended Data Fig. 6, ∣∝ − ″ = − ∂ /∂ωI V G V G V( ) ( ) ( ) V3 sd sd

2 2
sd
. 

A ZBP in conductance is therefore identified by a positive value of 
=ωI V( 0)3 sd , that is, by a negative value of ″ =G V( 0)sd , which indicates 

a negative curvature around =V 0sd .
Figure 3 displays =ωI V( 0)3 sd  as a function of Φ and V1 for different 

values of B||. At B|| = 500 mT, horizontal stripes showing positive values 
of =ωI V( 0)3 sd  are visible at ϕ ≈ (2n + 1)π. Increasing the field causes 
the region of negative curvature to expand around the voltage 
V1* = −118.5 mV by ≈ 2 mV and in phase extending to 2nπ. For 
B|| = 650 mT, the ZBP region expands further around V1*, while a 
maximum develops at ϕ ≈ (2n + 1)π, indicating that the ZBP has split 
to finite energy. The ZBP region covers a maximum range of 10 mV at 
775 mT and remains extended in phase for ϕ≠(2n + 1)π.

The finite range of V1 over which the ZBP is stable is explained by 
the narrow width ξ!WS1 S of the superconducting leads, which effec-
tively decrease the ratio between Andreev and normal reflection prob-
abilities, thus reducing the size of the topological phase as a function 
of µ (see Extended Data Figs. 1a and 2a). Although this geometry 
causes a deviation from the predicted behaviour of a topological JJ, in 
our devices the finite width is necessary to guarantee a well-defined 
induced gap up to 1 T (see Methods for further details).

The complementary study of the ZBP stability in Φ and B|| for different 
values of V1 is shown in Fig. 4. At V1  = −116 mV (Fig. 4a), extended 
regions of positive =ωI (V 0)3 sd  indicating a stable ZBP appear above an 
oscillating critical field Bc(ϕ), which reaches a minimum value of 
Bc([2n + 1]π) = 570 mT, as indicated by the blue arrow. On the other 
hand, the vertical stripe visible at B|| ≈ 0.4 T is due to ABSs crossing zero 
energy without sticking. Similar to what was observed above as a function 
of the chemical potential, the negative curvature region expands in terms 
of B|| range for V1 = V1*, where Bc([2n + 1]π) = 435 mT (Fig. 4b). At 
more negative V1, the ZBP regime contracts again (Bc([2n + 1]
π) = 480 mT, Fig. 4c), consistent with the stability maps shown in Fig. 3.

The combined results shown in Figs. 3 and 4 indicate the expansion 
of the ZBP region from ϕ ≈ π to the full phase range as B|| is increased. 
This behaviour is in qualitative agreement with the topological phase 
diagrams calculated for our system (see Extended Data Figs. 1a, b and 
2a, b). We note that for specific values of chemical potential, the model 
of a perfectly symmetric and clean JJ predicts a topological phase transi-
tion close to zero field (see Extended Data Fig. 1), while experimentally 
a ZBP is observed only above 400 mT, as discussed above. This discrep-
ancy could be ascribed to non-idealities of JJ1, such as disorder27,28 and 
unintended asymmetries in the superconducting leads (see Extended 
Data Fig. 2). A broken left–right symmetry in JJ1 could also explain 
the observed asymmetry in the phase dependence of the ZBP region at 
different values of V1 (Fig. 4). Although we do not observe a reduction 
of the critical field down to zero, our design decreases Bc by about a 
factor of 4 compared with previous experiments on 1D Majorana wires 
defined below Al stripes in similar heterostructures6,7. This is due to 
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Majorana zero modes — quasiparticle states localized at the 
boundaries of topological superconductors — are expected to be 
ideal building blocks for fault-tolerant quantum computing1,2. 
Several observations of zero-bias conductance peaks measured by 
tunnelling spectroscopy above a critical magnetic field have been 
reported as experimental indications of Majorana zero modes in 
superconductor–semiconductor nanowires3–8. On the other hand, 
two-dimensional systems offer the alternative approach of confining 
Majorana channels within planar Josephson junctions, in which the 
phase difference ϕ between the superconducting leads represents an 
additional tuning knob that is predicted to drive the system into the 
topological phase at lower magnetic fields than for a system without 
phase bias9,10. Here we report the observation of phase-dependent 
zero-bias conductance peaks measured by tunnelling spectroscopy 
at the end of Josephson junctions realized on a heterostructure 
consisting of aluminium on indium arsenide. Biasing the junction to 
ϕ ≈ π reduces the critical field at which the zero-bias peak appears, 
with respect to ϕ = 0. The phase and magnetic-field dependence 
of the zero-energy states is consistent with a model of Majorana 
zero modes in finite-size Josephson junctions. As well as providing 
experimental evidence of phase-tuned topological superconductivity, 
our devices are compatible with superconducting quantum 
electrodynamics architectures11 and are scalable to the complex 
geometries needed for topological quantum computing9,12,13.

The Josephson junctions (JJs) studied in this work were fabricated 
from a planar heterostructure comprising a thin Al layer epitaxially cov-
ering a high-mobility InAs two-dimensional electron gas (2DEG)14. As a 
consequence of the highly transparent superconductor–semiconductor 
interface15, a hard superconducting gap is induced in the InAs layer16,17. 
Selectively removing an Al stripe of width W1 and length L1 defines a  
normal InAs region, laterally contacted by superconducting leads, as 
shown in Fig. 1a. Superconducting gaps ∆ exp(±iϕ/2), opening below 
the Al planes on the right-hand and left-hand sides18,19, respectively, con-
fine low-energy quasiparticles within the normal InAs channel. Owing to 
the strong spin–orbit interaction in InAs (ref. 14), together with the lateral 
confinement, the JJ of Fig. 1a is predicted to undergo a topological tran-
sition at high magnetic field B|| parallel to the junction9, with Majorana 
modes isolated from the continuum forming at the end points (crosses in 
Fig. 1a), similarly to conventional nanowires20,21. Most strikingly, phase 
control offers an additional tuning parameter to enter the topological 
regime that has not been explored so far. Biasing the JJ to ϕ = π has been 
predicted to reduce the critical magnetic field of the topological transition, 
and to enlarge its phase boundaries in chemical potential10.

Here we investigate planar JJs such as that in Fig. 1a as a function 
of B||, chemical potential µ and phase difference ϕ. Phase biasing is 
obtained by embedding the JJ in a direct-current superconducting 
quantum interference device (d.c. SQUID) threaded by a magnetic 

flux22. A robust zero-bias peak (ZBP) exhibiting strong dependence 
on ϕ is measured by tunnelling spectroscopy using a laterally coupled 
quantum point contact (QPC), as schematically shown in Fig. 1a. The 
ZBP behaviour is consistent with a Majorana mode in a finite-size top-
ological JJ (see Extended Data Figs. 1, 2).

Figure 1b shows a schematic of our device, which consists of a 
three-terminal asymmetric SQUID with two JJs, labelled 1 and 2, and 
a tunnelling probe coupling to a normal lead on the top end of JJ1. 
Figure 1c shows an electron micrograph in the surroundings of JJ1. 
The junctions are characterized by Josephson critical currents Ic,2 > 
Ic,1, such that the phase difference ϕ across JJ1 can be tuned from 0 to 
∼π by threading the SQUID loop with a magnetic flux Φ (generated 
by the out-of-plane field B⊥) varying from 0 to Φ0/2, where Φ0  = h/2e 
is the superconducting flux quantum (e is the electron charge and h 
the Planck constant). The SQUID is laterally connected to two super-
conducting leads that serve as ground and allow measurement of the 
Josephson critical current of the interferometer (see Extended Data 
Figs. 9 and 10). The SQUID loop is obtained by a combination of deep 
wet etching on the semiconductor heterostructure and selective wet 
etching of the top Al layer. A HfO2 dielectric layer is deposited over the 
entire sample for gate isolation, followed by lift-off of the Ti/Au gate 
structures. Top gates V1 and V2 control the chemical potential in JJ1 
and JJ2, respectively. Split gates deposited at the top end of JJ1 form a 
QPC. In the tunnelling regime, the QPC serves as a spectroscopic probe 
revealing the local density of states of JJ1. The uppermost gate extends 
between the QPC gates and helps in defining a sharp tunnel barrier 
when operated at a voltage Vtop ≈ 0. To ensure a hard superconducting 
gap in high parallel fields, the QPC gates additionally confine the 2DEG 
beneath the narrow Al leads6,7 (see Fig. 1c). We present data for a device 
with W1 = 80, W2 = 40 nm, L1 = 1.6 µm and L2 = 5 µm. The width 
of the superconducting leads is WS1 = WS2 = 160 nm for both JJs, and 
the SQUID loop area is approximately 8 µm2. Data were reproduced 
for two additional devices with W1 = 80 nm and 120 nm respectively 
(other dimensions are the same as before) and presented in Extended 
Data Figs. 5, 7 and 8. Differential conductance G was measured in a 
four-terminal configuration by standard a.c. lock-in techniques in a 
dilution refrigerator with an electron base temperature of about 40 mK.

Figure 2a shows G as a function of the bias voltage Vsd and Φ at 
B|| = 0. The induced superconducting gap ∆(Φ = 0) ≈ 150 µeV peri-
odically oscillates as a function of Φ and is reduced by about 50% at 
Φ = (2n + 1)Φ0/2, where n is an integer. This behaviour indicates 
phase-coherent transport through JJ1 generated by Andreev reflection 
processes23,24 at the interfaces between the bare 2DEG and the prox-
imitized leads. The flux modulation of the whole continuum of states 
outside the gap is expected for JJs with narrow superconducting leads 
( ξ!WS1 S, where ξ = /π∆≈hvS F 1.5 µm is the superconducting coher-
ence length and vF is the Fermi velocity in the semiconductor), while 
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Majorana zero modes — quasiparticle states localized at the 
boundaries of topological superconductors — are expected to be 
ideal building blocks for fault-tolerant quantum computing1,2. 
Several observations of zero-bias conductance peaks measured by 
tunnelling spectroscopy above a critical magnetic field have been 
reported as experimental indications of Majorana zero modes in 
superconductor–semiconductor nanowires3–8. On the other hand, 
two-dimensional systems offer the alternative approach of confining 
Majorana channels within planar Josephson junctions, in which the 
phase difference ϕ between the superconducting leads represents an 
additional tuning knob that is predicted to drive the system into the 
topological phase at lower magnetic fields than for a system without 
phase bias9,10. Here we report the observation of phase-dependent 
zero-bias conductance peaks measured by tunnelling spectroscopy 
at the end of Josephson junctions realized on a heterostructure 
consisting of aluminium on indium arsenide. Biasing the junction to 
ϕ ≈ π reduces the critical field at which the zero-bias peak appears, 
with respect to ϕ = 0. The phase and magnetic-field dependence 
of the zero-energy states is consistent with a model of Majorana 
zero modes in finite-size Josephson junctions. As well as providing 
experimental evidence of phase-tuned topological superconductivity, 
our devices are compatible with superconducting quantum 
electrodynamics architectures11 and are scalable to the complex 
geometries needed for topological quantum computing9,12,13.

The Josephson junctions (JJs) studied in this work were fabricated 
from a planar heterostructure comprising a thin Al layer epitaxially cov-
ering a high-mobility InAs two-dimensional electron gas (2DEG)14. As a 
consequence of the highly transparent superconductor–semiconductor 
interface15, a hard superconducting gap is induced in the InAs layer16,17. 
Selectively removing an Al stripe of width W1 and length L1 defines a  
normal InAs region, laterally contacted by superconducting leads, as 
shown in Fig. 1a. Superconducting gaps ∆ exp(±iϕ/2), opening below 
the Al planes on the right-hand and left-hand sides18,19, respectively, con-
fine low-energy quasiparticles within the normal InAs channel. Owing to 
the strong spin–orbit interaction in InAs (ref. 14), together with the lateral 
confinement, the JJ of Fig. 1a is predicted to undergo a topological tran-
sition at high magnetic field B|| parallel to the junction9, with Majorana 
modes isolated from the continuum forming at the end points (crosses in 
Fig. 1a), similarly to conventional nanowires20,21. Most strikingly, phase 
control offers an additional tuning parameter to enter the topological 
regime that has not been explored so far. Biasing the JJ to ϕ = π has been 
predicted to reduce the critical magnetic field of the topological transition, 
and to enlarge its phase boundaries in chemical potential10.

Here we investigate planar JJs such as that in Fig. 1a as a function 
of B||, chemical potential µ and phase difference ϕ. Phase biasing is 
obtained by embedding the JJ in a direct-current superconducting 
quantum interference device (d.c. SQUID) threaded by a magnetic 

flux22. A robust zero-bias peak (ZBP) exhibiting strong dependence 
on ϕ is measured by tunnelling spectroscopy using a laterally coupled 
quantum point contact (QPC), as schematically shown in Fig. 1a. The 
ZBP behaviour is consistent with a Majorana mode in a finite-size top-
ological JJ (see Extended Data Figs. 1, 2).

Figure 1b shows a schematic of our device, which consists of a 
three-terminal asymmetric SQUID with two JJs, labelled 1 and 2, and 
a tunnelling probe coupling to a normal lead on the top end of JJ1. 
Figure 1c shows an electron micrograph in the surroundings of JJ1. 
The junctions are characterized by Josephson critical currents Ic,2 > 
Ic,1, such that the phase difference ϕ across JJ1 can be tuned from 0 to 
∼π by threading the SQUID loop with a magnetic flux Φ (generated 
by the out-of-plane field B⊥) varying from 0 to Φ0/2, where Φ0  = h/2e 
is the superconducting flux quantum (e is the electron charge and h 
the Planck constant). The SQUID is laterally connected to two super-
conducting leads that serve as ground and allow measurement of the 
Josephson critical current of the interferometer (see Extended Data 
Figs. 9 and 10). The SQUID loop is obtained by a combination of deep 
wet etching on the semiconductor heterostructure and selective wet 
etching of the top Al layer. A HfO2 dielectric layer is deposited over the 
entire sample for gate isolation, followed by lift-off of the Ti/Au gate 
structures. Top gates V1 and V2 control the chemical potential in JJ1 
and JJ2, respectively. Split gates deposited at the top end of JJ1 form a 
QPC. In the tunnelling regime, the QPC serves as a spectroscopic probe 
revealing the local density of states of JJ1. The uppermost gate extends 
between the QPC gates and helps in defining a sharp tunnel barrier 
when operated at a voltage Vtop ≈ 0. To ensure a hard superconducting 
gap in high parallel fields, the QPC gates additionally confine the 2DEG 
beneath the narrow Al leads6,7 (see Fig. 1c). We present data for a device 
with W1 = 80, W2 = 40 nm, L1 = 1.6 µm and L2 = 5 µm. The width 
of the superconducting leads is WS1 = WS2 = 160 nm for both JJs, and 
the SQUID loop area is approximately 8 µm2. Data were reproduced 
for two additional devices with W1 = 80 nm and 120 nm respectively 
(other dimensions are the same as before) and presented in Extended 
Data Figs. 5, 7 and 8. Differential conductance G was measured in a 
four-terminal configuration by standard a.c. lock-in techniques in a 
dilution refrigerator with an electron base temperature of about 40 mK.

Figure 2a shows G as a function of the bias voltage Vsd and Φ at 
B|| = 0. The induced superconducting gap ∆(Φ = 0) ≈ 150 µeV peri-
odically oscillates as a function of Φ and is reduced by about 50% at 
Φ = (2n + 1)Φ0/2, where n is an integer. This behaviour indicates 
phase-coherent transport through JJ1 generated by Andreev reflection 
processes23,24 at the interfaces between the bare 2DEG and the prox-
imitized leads. The flux modulation of the whole continuum of states 
outside the gap is expected for JJs with narrow superconducting leads 
( ξ!WS1 S, where ξ = /π∆≈hvS F 1.5 µm is the superconducting coher-
ence length and vF is the Fermi velocity in the semiconductor), while 
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the non-complete closure of the gap at Φ = (2n + 1)Φ0/2 is associated 
with the finite length L1 of the junction and with possible unintended 
asymmetries in the etched superconducting leads (see Methods and 
Extended Data Fig. 2 for further details). The finite sub-gap conduct-
ance at B|| = 0 (see Fig. 2f) is due to a relatively high tunnelling trans-
mission and can be suppressed by tuning Vqpc to be more negative, as 
shown in Extended Data Figs. 4 and 5.

As B|| is increased, discrete Andreev bound states (ABSs) enter 
the gap and move towards zero energy, as shown by flux-depend-
ent separated conductance peaks at | Vsd | ≈ 0.05-0.1 mV.] in Fig. 2b 
for B|| = 250 mT. We note that these states have an asymmetric flux 
dependence. We attribute this behaviour to the presence of a strong 
spin–orbit interaction and a finite Zeeman field, similar to what has 
been predicted and observed for quasi-one-dimensional systems25,26.

At higher values of B||, a ZBP in conductance appears at 
Φ = (2n + 1)Φ0/2 (corresponding to ϕ ≈ π), whereas it vanishes 
when Φ is set to 2nΦ0, that is, when ϕ = 0, as shown in Fig. 2c for 
B|| = 525 mT. The phase dependence of the ZBP is highlighted in 
Fig. 2g, which displays the conductance line-cuts for ϕ = 0, π.

At even higher fields, from 600 mT to 1 T, the ZBP extends over the 
whole ϕ range, except at ϕ ≈ π where a relative minimum is observed 
(Fig. 2d,e,h). In this range of B||, the state remains at zero energy for 
ϕ = 0, as shown in Fig. 2h, whereas it oscillates and moves to higher 
energies for ϕ ≈ π (see Extended Data Fig. 4f). Above B|| = 1 T, the 
induced gap softens, and the phase dependence of sub-gap states grad-
ually disappears as the JJs of the SQUID reach the resistive state.

The observed behaviour of the ZBP in field and phase is in good 
qualitative agreement with the calculated spectrum of a finite-size 
topological JJ, as shown in Extended Data Fig. 2. As the Zeeman field 

is increased, two discrete sub-gap states are expected to merge at zero 
energy for ϕ = π and gradually extend in phase until reaching ϕ = 0. 
The calculated gapped zero-energy state around ϕ = 0 is character-
ized by a Majorana wavefunction localized at the edges of the JJ (see 
Extended Data Fig. 2h). The oscillations in energy of the observed state 
at ϕ ≈ π are reproduced by the simulations and can be understood in 
terms of hybridization of the Majorana modes (Extended Data Fig. 2i), 
because at this value of ϕ the induced gap is minimized and, as a result, 
the coherence length is maximized.

One of the most interesting features predicted for a perfectly trans-
parent JJ is the expansion of the topological phase in magnetic field and 
chemical potential at ϕ = π (ref. 10). We therefore investigated the sta-
bility of the ZBP, starting from its dependence on the gate voltage V1, 
which controls the chemical potential in JJ1. To explore efficiently our 
4D parameter space, we recorded the third harmonic ωI V( )3 sd  of the 
current measured by the lock-in amplifier (this gives information about 
the curvature at zero bias without the need for sweeping Vsd, reducing 
the 4D parameter space by one dimension). As shown in the Methods 
and in Extended Data Fig. 6, ∣∝ − ″ = − ∂ /∂ωI V G V G V( ) ( ) ( ) V3 sd sd

2 2
sd
. 

A ZBP in conductance is therefore identified by a positive value of 
=ωI V( 0)3 sd , that is, by a negative value of ″ =G V( 0)sd , which indicates 

a negative curvature around =V 0sd .
Figure 3 displays =ωI V( 0)3 sd  as a function of Φ and V1 for different 

values of B||. At B|| = 500 mT, horizontal stripes showing positive values 
of =ωI V( 0)3 sd  are visible at ϕ ≈ (2n + 1)π. Increasing the field causes 
the region of negative curvature to expand around the voltage 
V1* = −118.5 mV by ≈ 2 mV and in phase extending to 2nπ. For 
B|| = 650 mT, the ZBP region expands further around V1*, while a 
maximum develops at ϕ ≈ (2n + 1)π, indicating that the ZBP has split 
to finite energy. The ZBP region covers a maximum range of 10 mV at 
775 mT and remains extended in phase for ϕ≠(2n + 1)π.

The finite range of V1 over which the ZBP is stable is explained by 
the narrow width ξ!WS1 S of the superconducting leads, which effec-
tively decrease the ratio between Andreev and normal reflection prob-
abilities, thus reducing the size of the topological phase as a function 
of µ (see Extended Data Figs. 1a and 2a). Although this geometry 
causes a deviation from the predicted behaviour of a topological JJ, in 
our devices the finite width is necessary to guarantee a well-defined 
induced gap up to 1 T (see Methods for further details).

The complementary study of the ZBP stability in Φ and B|| for different 
values of V1 is shown in Fig. 4. At V1  = −116 mV (Fig. 4a), extended 
regions of positive =ωI (V 0)3 sd  indicating a stable ZBP appear above an 
oscillating critical field Bc(ϕ), which reaches a minimum value of 
Bc([2n + 1]π) = 570 mT, as indicated by the blue arrow. On the other 
hand, the vertical stripe visible at B|| ≈ 0.4 T is due to ABSs crossing zero 
energy without sticking. Similar to what was observed above as a function 
of the chemical potential, the negative curvature region expands in terms 
of B|| range for V1 = V1*, where Bc([2n + 1]π) = 435 mT (Fig. 4b). At 
more negative V1, the ZBP regime contracts again (Bc([2n + 1]
π) = 480 mT, Fig. 4c), consistent with the stability maps shown in Fig. 3.

The combined results shown in Figs. 3 and 4 indicate the expansion 
of the ZBP region from ϕ ≈ π to the full phase range as B|| is increased. 
This behaviour is in qualitative agreement with the topological phase 
diagrams calculated for our system (see Extended Data Figs. 1a, b and 
2a, b). We note that for specific values of chemical potential, the model 
of a perfectly symmetric and clean JJ predicts a topological phase transi-
tion close to zero field (see Extended Data Fig. 1), while experimentally 
a ZBP is observed only above 400 mT, as discussed above. This discrep-
ancy could be ascribed to non-idealities of JJ1, such as disorder27,28 and 
unintended asymmetries in the superconducting leads (see Extended 
Data Fig. 2). A broken left–right symmetry in JJ1 could also explain 
the observed asymmetry in the phase dependence of the ZBP region at 
different values of V1 (Fig. 4). Although we do not observe a reduction 
of the critical field down to zero, our design decreases Bc by about a 
factor of 4 compared with previous experiments on 1D Majorana wires 
defined below Al stripes in similar heterostructures6,7. This is due to 
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Fig. 1 | Topological Josephson junction. a, Schematic of a planar JJ 
formed by two epitaxial superconducting layers (represented in blue) 
covering a 2DEG with strong spin–orbit interaction (grey). A 1D channel, 
defined between the superconducting leads, can be tuned into the 
topological regime with Majorana modes (red crosses) at its ends by the 
parallel field B||, the 2DEG chemical potential µ and the phase difference 
between the superconductors ϕ. Majorana modes can be probed in 
tunnelling spectroscopy using a QPC located at one end of the JJ.  
b, Schematic of the measured device (not to scale) consisting of a 
superconducting loop interrupted by two JJs (labelled 1 and 2) in parallel. 
The interferometer is formed by InAs 2DEG (light grey) and epitaxial Al 
(blue). Five Ti/Au gates (yellow) allow independent tuning of the chemical 
potential in JJ1 (gate voltage V1), the chemical potential in JJ2 (V2) and the 
transmission of a tunnel barrier at the top end of JJ1 (with gate voltages 
Vqpc and Vtop). The applied a.c. and d.c. bias voltages (Vac and Vsd) are also 
indicated, together with the direction of magnetic field parallel (B||) and 
transverse (Bt) to the JJ, and the magnetic flux Φ. c, False-colour scanning 
electron micrograph of the top part of a typical device, as in the dashed 
box shown in b. The colours are the same as those used in b.
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Majorana zero modes — quasiparticle states localized at the 
boundaries of topological superconductors — are expected to be 
ideal building blocks for fault-tolerant quantum computing1,2. 
Several observations of zero-bias conductance peaks measured by 
tunnelling spectroscopy above a critical magnetic field have been 
reported as experimental indications of Majorana zero modes in 
superconductor–semiconductor nanowires3–8. On the other hand, 
two-dimensional systems offer the alternative approach of confining 
Majorana channels within planar Josephson junctions, in which the 
phase difference ϕ between the superconducting leads represents an 
additional tuning knob that is predicted to drive the system into the 
topological phase at lower magnetic fields than for a system without 
phase bias9,10. Here we report the observation of phase-dependent 
zero-bias conductance peaks measured by tunnelling spectroscopy 
at the end of Josephson junctions realized on a heterostructure 
consisting of aluminium on indium arsenide. Biasing the junction to 
ϕ ≈ π reduces the critical field at which the zero-bias peak appears, 
with respect to ϕ = 0. The phase and magnetic-field dependence 
of the zero-energy states is consistent with a model of Majorana 
zero modes in finite-size Josephson junctions. As well as providing 
experimental evidence of phase-tuned topological superconductivity, 
our devices are compatible with superconducting quantum 
electrodynamics architectures11 and are scalable to the complex 
geometries needed for topological quantum computing9,12,13.

The Josephson junctions (JJs) studied in this work were fabricated 
from a planar heterostructure comprising a thin Al layer epitaxially cov-
ering a high-mobility InAs two-dimensional electron gas (2DEG)14. As a 
consequence of the highly transparent superconductor–semiconductor 
interface15, a hard superconducting gap is induced in the InAs layer16,17. 
Selectively removing an Al stripe of width W1 and length L1 defines a  
normal InAs region, laterally contacted by superconducting leads, as 
shown in Fig. 1a. Superconducting gaps ∆ exp(±iϕ/2), opening below 
the Al planes on the right-hand and left-hand sides18,19, respectively, con-
fine low-energy quasiparticles within the normal InAs channel. Owing to 
the strong spin–orbit interaction in InAs (ref. 14), together with the lateral 
confinement, the JJ of Fig. 1a is predicted to undergo a topological tran-
sition at high magnetic field B|| parallel to the junction9, with Majorana 
modes isolated from the continuum forming at the end points (crosses in 
Fig. 1a), similarly to conventional nanowires20,21. Most strikingly, phase 
control offers an additional tuning parameter to enter the topological 
regime that has not been explored so far. Biasing the JJ to ϕ = π has been 
predicted to reduce the critical magnetic field of the topological transition, 
and to enlarge its phase boundaries in chemical potential10.

Here we investigate planar JJs such as that in Fig. 1a as a function 
of B||, chemical potential µ and phase difference ϕ. Phase biasing is 
obtained by embedding the JJ in a direct-current superconducting 
quantum interference device (d.c. SQUID) threaded by a magnetic 

flux22. A robust zero-bias peak (ZBP) exhibiting strong dependence 
on ϕ is measured by tunnelling spectroscopy using a laterally coupled 
quantum point contact (QPC), as schematically shown in Fig. 1a. The 
ZBP behaviour is consistent with a Majorana mode in a finite-size top-
ological JJ (see Extended Data Figs. 1, 2).

Figure 1b shows a schematic of our device, which consists of a 
three-terminal asymmetric SQUID with two JJs, labelled 1 and 2, and 
a tunnelling probe coupling to a normal lead on the top end of JJ1. 
Figure 1c shows an electron micrograph in the surroundings of JJ1. 
The junctions are characterized by Josephson critical currents Ic,2 > 
Ic,1, such that the phase difference ϕ across JJ1 can be tuned from 0 to 
∼π by threading the SQUID loop with a magnetic flux Φ (generated 
by the out-of-plane field B⊥) varying from 0 to Φ0/2, where Φ0  = h/2e 
is the superconducting flux quantum (e is the electron charge and h 
the Planck constant). The SQUID is laterally connected to two super-
conducting leads that serve as ground and allow measurement of the 
Josephson critical current of the interferometer (see Extended Data 
Figs. 9 and 10). The SQUID loop is obtained by a combination of deep 
wet etching on the semiconductor heterostructure and selective wet 
etching of the top Al layer. A HfO2 dielectric layer is deposited over the 
entire sample for gate isolation, followed by lift-off of the Ti/Au gate 
structures. Top gates V1 and V2 control the chemical potential in JJ1 
and JJ2, respectively. Split gates deposited at the top end of JJ1 form a 
QPC. In the tunnelling regime, the QPC serves as a spectroscopic probe 
revealing the local density of states of JJ1. The uppermost gate extends 
between the QPC gates and helps in defining a sharp tunnel barrier 
when operated at a voltage Vtop ≈ 0. To ensure a hard superconducting 
gap in high parallel fields, the QPC gates additionally confine the 2DEG 
beneath the narrow Al leads6,7 (see Fig. 1c). We present data for a device 
with W1 = 80, W2 = 40 nm, L1 = 1.6 µm and L2 = 5 µm. The width 
of the superconducting leads is WS1 = WS2 = 160 nm for both JJs, and 
the SQUID loop area is approximately 8 µm2. Data were reproduced 
for two additional devices with W1 = 80 nm and 120 nm respectively 
(other dimensions are the same as before) and presented in Extended 
Data Figs. 5, 7 and 8. Differential conductance G was measured in a 
four-terminal configuration by standard a.c. lock-in techniques in a 
dilution refrigerator with an electron base temperature of about 40 mK.

Figure 2a shows G as a function of the bias voltage Vsd and Φ at 
B|| = 0. The induced superconducting gap ∆(Φ = 0) ≈ 150 µeV peri-
odically oscillates as a function of Φ and is reduced by about 50% at 
Φ = (2n + 1)Φ0/2, where n is an integer. This behaviour indicates 
phase-coherent transport through JJ1 generated by Andreev reflection 
processes23,24 at the interfaces between the bare 2DEG and the prox-
imitized leads. The flux modulation of the whole continuum of states 
outside the gap is expected for JJs with narrow superconducting leads 
( ξ!WS1 S, where ξ = /π∆≈hvS F 1.5 µm is the superconducting coher-
ence length and vF is the Fermi velocity in the semiconductor), while 
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tween Andreev and normal reflection probabilities, thus
reducing the size of the topological phase as a function of
µ (see Extended Data Figs. 1a and 2a). Although this
geometry causes a deviation from the predicted behavior
of a topological JJ, in our devices the finite width is nec-
essary to guarantee a well-defined induced gap up to 1 T
(see Methods for further details).

The complementary study of the ZBP stability in �
and Bk for di↵erent values of V1 is shown in Fig. 4. At
V1 = �116 mV (Fig. 4a) extended regions of positive
I3!(Vsd = 0) indicating a stable ZBP appear above an
oscillating critical field Bc('), which reaches a minimum
value Bc([2n + 1]⇡) = 570 mT, as indicated by the blue
arrow. On the other hand, the vertical stripe visible
at ⇠ 0.4 T is due to ABSs crossing zero energy with-
out sticking. Similarly to what was observed above as
a function of the chemical potential, the negative cur-
vature region significantly expands in terms of Bk range
for V1 = V

?
1 , where Bc([2n + 1]⇡) = 435 mT (Fig. 4b).

At more negative V1 the ZBP regime contracts again
(Bc([2n + 1]⇡) = 480 mT, Fig 4c), consistent with the
stability maps shown in Fig. 3.

The combined results shown in Figs. 3 and 4 indi-
cate the expansion of the ZBP region from ' ⇠ ⇡ to
the full phase range as Bk is increased. This behavior
is in qualitative agreement with the topological phase
diagrams calculated for our system (see Extended Data
Figs. 1a,b and 2a,b). We note that for specific values
of chemical potential, the model of a perfectly symmet-
ric and clean JJ predicts a topological phase transition
close to zero field (see Extended Data Fig. 1), while ex-
perimentally a ZBP is observed only above 400 mT, as
discussed above. This discrepancy could be ascribed to
non-idealities of JJ1, such as disorder [27, 28] and un-
intended asymmetries in the superconducting leads (see
Extended Data Fig. 2). A broken left-right symmetry
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tween Andreev and normal reflection probabilities, thus
reducing the size of the topological phase as a function of
µ (see Extended Data Figs. 1a and 2a). Although this
geometry causes a deviation from the predicted behavior
of a topological JJ, in our devices the finite width is nec-
essary to guarantee a well-defined induced gap up to 1 T
(see Methods for further details).

The complementary study of the ZBP stability in �
and Bk for di↵erent values of V1 is shown in Fig. 4. At
V1 = �116 mV (Fig. 4a) extended regions of positive
I3!(Vsd = 0) indicating a stable ZBP appear above an
oscillating critical field Bc('), which reaches a minimum
value Bc([2n + 1]⇡) = 570 mT, as indicated by the blue
arrow. On the other hand, the vertical stripe visible
at ⇠ 0.4 T is due to ABSs crossing zero energy with-
out sticking. Similarly to what was observed above as
a function of the chemical potential, the negative cur-
vature region significantly expands in terms of Bk range
for V1 = V

?
1 , where Bc([2n + 1]⇡) = 435 mT (Fig. 4b).

At more negative V1 the ZBP regime contracts again
(Bc([2n + 1]⇡) = 480 mT, Fig 4c), consistent with the
stability maps shown in Fig. 3.

The combined results shown in Figs. 3 and 4 indi-
cate the expansion of the ZBP region from ' ⇠ ⇡ to
the full phase range as Bk is increased. This behavior
is in qualitative agreement with the topological phase
diagrams calculated for our system (see Extended Data
Figs. 1a,b and 2a,b). We note that for specific values
of chemical potential, the model of a perfectly symmet-
ric and clean JJ predicts a topological phase transition
close to zero field (see Extended Data Fig. 1), while ex-
perimentally a ZBP is observed only above 400 mT, as
discussed above. This discrepancy could be ascribed to
non-idealities of JJ1, such as disorder [27, 28] and un-
intended asymmetries in the superconducting leads (see
Extended Data Fig. 2). A broken left-right symmetry
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tween Andreev and normal reflection probabilities, thus
reducing the size of the topological phase as a function of
µ (see Extended Data Figs. 1a and 2a). Although this
geometry causes a deviation from the predicted behavior
of a topological JJ, in our devices the finite width is nec-
essary to guarantee a well-defined induced gap up to 1 T
(see Methods for further details).

The complementary study of the ZBP stability in �
and Bk for di↵erent values of V1 is shown in Fig. 4. At
V1 = �116 mV (Fig. 4a) extended regions of positive
I3!(Vsd = 0) indicating a stable ZBP appear above an
oscillating critical field Bc('), which reaches a minimum
value Bc([2n + 1]⇡) = 570 mT, as indicated by the blue
arrow. On the other hand, the vertical stripe visible
at ⇠ 0.4 T is due to ABSs crossing zero energy with-
out sticking. Similarly to what was observed above as
a function of the chemical potential, the negative cur-
vature region significantly expands in terms of Bk range
for V1 = V

?
1 , where Bc([2n + 1]⇡) = 435 mT (Fig. 4b).

At more negative V1 the ZBP regime contracts again
(Bc([2n + 1]⇡) = 480 mT, Fig 4c), consistent with the
stability maps shown in Fig. 3.

The combined results shown in Figs. 3 and 4 indi-
cate the expansion of the ZBP region from ' ⇠ ⇡ to
the full phase range as Bk is increased. This behavior
is in qualitative agreement with the topological phase
diagrams calculated for our system (see Extended Data
Figs. 1a,b and 2a,b). We note that for specific values
of chemical potential, the model of a perfectly symmet-
ric and clean JJ predicts a topological phase transition
close to zero field (see Extended Data Fig. 1), while ex-
perimentally a ZBP is observed only above 400 mT, as
discussed above. This discrepancy could be ascribed to
non-idealities of JJ1, such as disorder [27, 28] and un-
intended asymmetries in the superconducting leads (see
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tween Andreev and normal reflection probabilities, thus
reducing the size of the topological phase as a function of
µ (see Extended Data Figs. 1a and 2a). Although this
geometry causes a deviation from the predicted behavior
of a topological JJ, in our devices the finite width is nec-
essary to guarantee a well-defined induced gap up to 1 T
(see Methods for further details).

The complementary study of the ZBP stability in �
and Bk for di↵erent values of V1 is shown in Fig. 4. At
V1 = �116 mV (Fig. 4a) extended regions of positive
I3!(Vsd = 0) indicating a stable ZBP appear above an
oscillating critical field Bc('), which reaches a minimum
value Bc([2n + 1]⇡) = 570 mT, as indicated by the blue
arrow. On the other hand, the vertical stripe visible
at ⇠ 0.4 T is due to ABSs crossing zero energy with-
out sticking. Similarly to what was observed above as
a function of the chemical potential, the negative cur-
vature region significantly expands in terms of Bk range
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(Bc([2n + 1]⇡) = 480 mT, Fig 4c), consistent with the
stability maps shown in Fig. 3.

The combined results shown in Figs. 3 and 4 indi-
cate the expansion of the ZBP region from ' ⇠ ⇡ to
the full phase range as Bk is increased. This behavior
is in qualitative agreement with the topological phase
diagrams calculated for our system (see Extended Data
Figs. 1a,b and 2a,b). We note that for specific values
of chemical potential, the model of a perfectly symmet-
ric and clean JJ predicts a topological phase transition
close to zero field (see Extended Data Fig. 1), while ex-
perimentally a ZBP is observed only above 400 mT, as
discussed above. This discrepancy could be ascribed to
non-idealities of JJ1, such as disorder [27, 28] and un-
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Majorana zero modes — quasiparticle states localized at the 
boundaries of topological superconductors — are expected to be 
ideal building blocks for fault-tolerant quantum computing1,2. 
Several observations of zero-bias conductance peaks measured by 
tunnelling spectroscopy above a critical magnetic field have been 
reported as experimental indications of Majorana zero modes in 
superconductor–semiconductor nanowires3–8. On the other hand, 
two-dimensional systems offer the alternative approach of confining 
Majorana channels within planar Josephson junctions, in which the 
phase difference ϕ between the superconducting leads represents an 
additional tuning knob that is predicted to drive the system into the 
topological phase at lower magnetic fields than for a system without 
phase bias9,10. Here we report the observation of phase-dependent 
zero-bias conductance peaks measured by tunnelling spectroscopy 
at the end of Josephson junctions realized on a heterostructure 
consisting of aluminium on indium arsenide. Biasing the junction to 
ϕ ≈ π reduces the critical field at which the zero-bias peak appears, 
with respect to ϕ = 0. The phase and magnetic-field dependence 
of the zero-energy states is consistent with a model of Majorana 
zero modes in finite-size Josephson junctions. As well as providing 
experimental evidence of phase-tuned topological superconductivity, 
our devices are compatible with superconducting quantum 
electrodynamics architectures11 and are scalable to the complex 
geometries needed for topological quantum computing9,12,13.

The Josephson junctions (JJs) studied in this work were fabricated 
from a planar heterostructure comprising a thin Al layer epitaxially cov-
ering a high-mobility InAs two-dimensional electron gas (2DEG)14. As a 
consequence of the highly transparent superconductor–semiconductor 
interface15, a hard superconducting gap is induced in the InAs layer16,17. 
Selectively removing an Al stripe of width W1 and length L1 defines a  
normal InAs region, laterally contacted by superconducting leads, as 
shown in Fig. 1a. Superconducting gaps ∆ exp(±iϕ/2), opening below 
the Al planes on the right-hand and left-hand sides18,19, respectively, con-
fine low-energy quasiparticles within the normal InAs channel. Owing to 
the strong spin–orbit interaction in InAs (ref. 14), together with the lateral 
confinement, the JJ of Fig. 1a is predicted to undergo a topological tran-
sition at high magnetic field B|| parallel to the junction9, with Majorana 
modes isolated from the continuum forming at the end points (crosses in 
Fig. 1a), similarly to conventional nanowires20,21. Most strikingly, phase 
control offers an additional tuning parameter to enter the topological 
regime that has not been explored so far. Biasing the JJ to ϕ = π has been 
predicted to reduce the critical magnetic field of the topological transition, 
and to enlarge its phase boundaries in chemical potential10.

Here we investigate planar JJs such as that in Fig. 1a as a function 
of B||, chemical potential µ and phase difference ϕ. Phase biasing is 
obtained by embedding the JJ in a direct-current superconducting 
quantum interference device (d.c. SQUID) threaded by a magnetic 

flux22. A robust zero-bias peak (ZBP) exhibiting strong dependence 
on ϕ is measured by tunnelling spectroscopy using a laterally coupled 
quantum point contact (QPC), as schematically shown in Fig. 1a. The 
ZBP behaviour is consistent with a Majorana mode in a finite-size top-
ological JJ (see Extended Data Figs. 1, 2).

Figure 1b shows a schematic of our device, which consists of a 
three-terminal asymmetric SQUID with two JJs, labelled 1 and 2, and 
a tunnelling probe coupling to a normal lead on the top end of JJ1. 
Figure 1c shows an electron micrograph in the surroundings of JJ1. 
The junctions are characterized by Josephson critical currents Ic,2 > 
Ic,1, such that the phase difference ϕ across JJ1 can be tuned from 0 to 
∼π by threading the SQUID loop with a magnetic flux Φ (generated 
by the out-of-plane field B⊥) varying from 0 to Φ0/2, where Φ0  = h/2e 
is the superconducting flux quantum (e is the electron charge and h 
the Planck constant). The SQUID is laterally connected to two super-
conducting leads that serve as ground and allow measurement of the 
Josephson critical current of the interferometer (see Extended Data 
Figs. 9 and 10). The SQUID loop is obtained by a combination of deep 
wet etching on the semiconductor heterostructure and selective wet 
etching of the top Al layer. A HfO2 dielectric layer is deposited over the 
entire sample for gate isolation, followed by lift-off of the Ti/Au gate 
structures. Top gates V1 and V2 control the chemical potential in JJ1 
and JJ2, respectively. Split gates deposited at the top end of JJ1 form a 
QPC. In the tunnelling regime, the QPC serves as a spectroscopic probe 
revealing the local density of states of JJ1. The uppermost gate extends 
between the QPC gates and helps in defining a sharp tunnel barrier 
when operated at a voltage Vtop ≈ 0. To ensure a hard superconducting 
gap in high parallel fields, the QPC gates additionally confine the 2DEG 
beneath the narrow Al leads6,7 (see Fig. 1c). We present data for a device 
with W1 = 80, W2 = 40 nm, L1 = 1.6 µm and L2 = 5 µm. The width 
of the superconducting leads is WS1 = WS2 = 160 nm for both JJs, and 
the SQUID loop area is approximately 8 µm2. Data were reproduced 
for two additional devices with W1 = 80 nm and 120 nm respectively 
(other dimensions are the same as before) and presented in Extended 
Data Figs. 5, 7 and 8. Differential conductance G was measured in a 
four-terminal configuration by standard a.c. lock-in techniques in a 
dilution refrigerator with an electron base temperature of about 40 mK.

Figure 2a shows G as a function of the bias voltage Vsd and Φ at 
B|| = 0. The induced superconducting gap ∆(Φ = 0) ≈ 150 µeV peri-
odically oscillates as a function of Φ and is reduced by about 50% at 
Φ = (2n + 1)Φ0/2, where n is an integer. This behaviour indicates 
phase-coherent transport through JJ1 generated by Andreev reflection 
processes23,24 at the interfaces between the bare 2DEG and the prox-
imitized leads. The flux modulation of the whole continuum of states 
outside the gap is expected for JJs with narrow superconducting leads 
( ξ!WS1 S, where ξ = /π∆≈hvS F 1.5 µm is the superconducting coher-
ence length and vF is the Fermi velocity in the semiconductor), while 
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the non-complete closure of the gap at Φ = (2n + 1)Φ0/2 is associated 
with the finite length L1 of the junction and with possible unintended 
asymmetries in the etched superconducting leads (see Methods and 
Extended Data Fig. 2 for further details). The finite sub-gap conduct-
ance at B|| = 0 (see Fig. 2f) is due to a relatively high tunnelling trans-
mission and can be suppressed by tuning Vqpc to be more negative, as 
shown in Extended Data Figs. 4 and 5.

As B|| is increased, discrete Andreev bound states (ABSs) enter 
the gap and move towards zero energy, as shown by flux-depend-
ent separated conductance peaks at | Vsd | ≈ 0.05-0.1 mV.] in Fig. 2b 
for B|| = 250 mT. We note that these states have an asymmetric flux 
dependence. We attribute this behaviour to the presence of a strong 
spin–orbit interaction and a finite Zeeman field, similar to what has 
been predicted and observed for quasi-one-dimensional systems25,26.

At higher values of B||, a ZBP in conductance appears at 
Φ = (2n + 1)Φ0/2 (corresponding to ϕ ≈ π), whereas it vanishes 
when Φ is set to 2nΦ0, that is, when ϕ = 0, as shown in Fig. 2c for 
B|| = 525 mT. The phase dependence of the ZBP is highlighted in 
Fig. 2g, which displays the conductance line-cuts for ϕ = 0, π.

At even higher fields, from 600 mT to 1 T, the ZBP extends over the 
whole ϕ range, except at ϕ ≈ π where a relative minimum is observed 
(Fig. 2d,e,h). In this range of B||, the state remains at zero energy for 
ϕ = 0, as shown in Fig. 2h, whereas it oscillates and moves to higher 
energies for ϕ ≈ π (see Extended Data Fig. 4f). Above B|| = 1 T, the 
induced gap softens, and the phase dependence of sub-gap states grad-
ually disappears as the JJs of the SQUID reach the resistive state.

The observed behaviour of the ZBP in field and phase is in good 
qualitative agreement with the calculated spectrum of a finite-size 
topological JJ, as shown in Extended Data Fig. 2. As the Zeeman field 

is increased, two discrete sub-gap states are expected to merge at zero 
energy for ϕ = π and gradually extend in phase until reaching ϕ = 0. 
The calculated gapped zero-energy state around ϕ = 0 is character-
ized by a Majorana wavefunction localized at the edges of the JJ (see 
Extended Data Fig. 2h). The oscillations in energy of the observed state 
at ϕ ≈ π are reproduced by the simulations and can be understood in 
terms of hybridization of the Majorana modes (Extended Data Fig. 2i), 
because at this value of ϕ the induced gap is minimized and, as a result, 
the coherence length is maximized.

One of the most interesting features predicted for a perfectly trans-
parent JJ is the expansion of the topological phase in magnetic field and 
chemical potential at ϕ = π (ref. 10). We therefore investigated the sta-
bility of the ZBP, starting from its dependence on the gate voltage V1, 
which controls the chemical potential in JJ1. To explore efficiently our 
4D parameter space, we recorded the third harmonic ωI V( )3 sd  of the 
current measured by the lock-in amplifier (this gives information about 
the curvature at zero bias without the need for sweeping Vsd, reducing 
the 4D parameter space by one dimension). As shown in the Methods 
and in Extended Data Fig. 6, ∣∝ − ″ = − ∂ /∂ωI V G V G V( ) ( ) ( ) V3 sd sd

2 2
sd
. 

A ZBP in conductance is therefore identified by a positive value of 
=ωI V( 0)3 sd , that is, by a negative value of ″ =G V( 0)sd , which indicates 

a negative curvature around =V 0sd .
Figure 3 displays =ωI V( 0)3 sd  as a function of Φ and V1 for different 

values of B||. At B|| = 500 mT, horizontal stripes showing positive values 
of =ωI V( 0)3 sd  are visible at ϕ ≈ (2n + 1)π. Increasing the field causes 
the region of negative curvature to expand around the voltage 
V1* = −118.5 mV by ≈ 2 mV and in phase extending to 2nπ. For 
B|| = 650 mT, the ZBP region expands further around V1*, while a 
maximum develops at ϕ ≈ (2n + 1)π, indicating that the ZBP has split 
to finite energy. The ZBP region covers a maximum range of 10 mV at 
775 mT and remains extended in phase for ϕ≠(2n + 1)π.

The finite range of V1 over which the ZBP is stable is explained by 
the narrow width ξ!WS1 S of the superconducting leads, which effec-
tively decrease the ratio between Andreev and normal reflection prob-
abilities, thus reducing the size of the topological phase as a function 
of µ (see Extended Data Figs. 1a and 2a). Although this geometry 
causes a deviation from the predicted behaviour of a topological JJ, in 
our devices the finite width is necessary to guarantee a well-defined 
induced gap up to 1 T (see Methods for further details).

The complementary study of the ZBP stability in Φ and B|| for different 
values of V1 is shown in Fig. 4. At V1  = −116 mV (Fig. 4a), extended 
regions of positive =ωI (V 0)3 sd  indicating a stable ZBP appear above an 
oscillating critical field Bc(ϕ), which reaches a minimum value of 
Bc([2n + 1]π) = 570 mT, as indicated by the blue arrow. On the other 
hand, the vertical stripe visible at B|| ≈ 0.4 T is due to ABSs crossing zero 
energy without sticking. Similar to what was observed above as a function 
of the chemical potential, the negative curvature region expands in terms 
of B|| range for V1 = V1*, where Bc([2n + 1]π) = 435 mT (Fig. 4b). At 
more negative V1, the ZBP regime contracts again (Bc([2n + 1]
π) = 480 mT, Fig. 4c), consistent with the stability maps shown in Fig. 3.

The combined results shown in Figs. 3 and 4 indicate the expansion 
of the ZBP region from ϕ ≈ π to the full phase range as B|| is increased. 
This behaviour is in qualitative agreement with the topological phase 
diagrams calculated for our system (see Extended Data Figs. 1a, b and 
2a, b). We note that for specific values of chemical potential, the model 
of a perfectly symmetric and clean JJ predicts a topological phase transi-
tion close to zero field (see Extended Data Fig. 1), while experimentally 
a ZBP is observed only above 400 mT, as discussed above. This discrep-
ancy could be ascribed to non-idealities of JJ1, such as disorder27,28 and 
unintended asymmetries in the superconducting leads (see Extended 
Data Fig. 2). A broken left–right symmetry in JJ1 could also explain 
the observed asymmetry in the phase dependence of the ZBP region at 
different values of V1 (Fig. 4). Although we do not observe a reduction 
of the critical field down to zero, our design decreases Bc by about a 
factor of 4 compared with previous experiments on 1D Majorana wires 
defined below Al stripes in similar heterostructures6,7. This is due to 
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Fig. 1 | Topological Josephson junction. a, Schematic of a planar JJ 
formed by two epitaxial superconducting layers (represented in blue) 
covering a 2DEG with strong spin–orbit interaction (grey). A 1D channel, 
defined between the superconducting leads, can be tuned into the 
topological regime with Majorana modes (red crosses) at its ends by the 
parallel field B||, the 2DEG chemical potential µ and the phase difference 
between the superconductors ϕ. Majorana modes can be probed in 
tunnelling spectroscopy using a QPC located at one end of the JJ.  
b, Schematic of the measured device (not to scale) consisting of a 
superconducting loop interrupted by two JJs (labelled 1 and 2) in parallel. 
The interferometer is formed by InAs 2DEG (light grey) and epitaxial Al 
(blue). Five Ti/Au gates (yellow) allow independent tuning of the chemical 
potential in JJ1 (gate voltage V1), the chemical potential in JJ2 (V2) and the 
transmission of a tunnel barrier at the top end of JJ1 (with gate voltages 
Vqpc and Vtop). The applied a.c. and d.c. bias voltages (Vac and Vsd) are also 
indicated, together with the direction of magnetic field parallel (B||) and 
transverse (Bt) to the JJ, and the magnetic flux Φ. c, False-colour scanning 
electron micrograph of the top part of a typical device, as in the dashed 
box shown in b. The colours are the same as those used in b.
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Evidence of topological superconductivity in planar 
Josephson junctions
Antonio Fornieri1,10, Alexander M. Whiticar1,10, F. Setiawan2, Elías Portolés Marín1, Asbjørn C. C. Drachmann1, Anna Keselman3, 
Sergei Gronin4,5, Candice Thomas4,5, Tian Wang4,5, Ray Kallaher4,5, Geoffrey C. Gardner4,5, Erez Berg2,6, Michael J. Manfra4,5,7,8, 
Ady Stern6, Charles M. Marcus1* & Fabrizio Nichele1,9*

Majorana zero modes — quasiparticle states localized at the 
boundaries of topological superconductors — are expected to be 
ideal building blocks for fault-tolerant quantum computing1,2. 
Several observations of zero-bias conductance peaks measured by 
tunnelling spectroscopy above a critical magnetic field have been 
reported as experimental indications of Majorana zero modes in 
superconductor–semiconductor nanowires3–8. On the other hand, 
two-dimensional systems offer the alternative approach of confining 
Majorana channels within planar Josephson junctions, in which the 
phase difference ϕ between the superconducting leads represents an 
additional tuning knob that is predicted to drive the system into the 
topological phase at lower magnetic fields than for a system without 
phase bias9,10. Here we report the observation of phase-dependent 
zero-bias conductance peaks measured by tunnelling spectroscopy 
at the end of Josephson junctions realized on a heterostructure 
consisting of aluminium on indium arsenide. Biasing the junction to 
ϕ ≈ π reduces the critical field at which the zero-bias peak appears, 
with respect to ϕ = 0. The phase and magnetic-field dependence 
of the zero-energy states is consistent with a model of Majorana 
zero modes in finite-size Josephson junctions. As well as providing 
experimental evidence of phase-tuned topological superconductivity, 
our devices are compatible with superconducting quantum 
electrodynamics architectures11 and are scalable to the complex 
geometries needed for topological quantum computing9,12,13.

The Josephson junctions (JJs) studied in this work were fabricated 
from a planar heterostructure comprising a thin Al layer epitaxially cov-
ering a high-mobility InAs two-dimensional electron gas (2DEG)14. As a 
consequence of the highly transparent superconductor–semiconductor 
interface15, a hard superconducting gap is induced in the InAs layer16,17. 
Selectively removing an Al stripe of width W1 and length L1 defines a  
normal InAs region, laterally contacted by superconducting leads, as 
shown in Fig. 1a. Superconducting gaps ∆ exp(±iϕ/2), opening below 
the Al planes on the right-hand and left-hand sides18,19, respectively, con-
fine low-energy quasiparticles within the normal InAs channel. Owing to 
the strong spin–orbit interaction in InAs (ref. 14), together with the lateral 
confinement, the JJ of Fig. 1a is predicted to undergo a topological tran-
sition at high magnetic field B|| parallel to the junction9, with Majorana 
modes isolated from the continuum forming at the end points (crosses in 
Fig. 1a), similarly to conventional nanowires20,21. Most strikingly, phase 
control offers an additional tuning parameter to enter the topological 
regime that has not been explored so far. Biasing the JJ to ϕ = π has been 
predicted to reduce the critical magnetic field of the topological transition, 
and to enlarge its phase boundaries in chemical potential10.

Here we investigate planar JJs such as that in Fig. 1a as a function 
of B||, chemical potential µ and phase difference ϕ. Phase biasing is 
obtained by embedding the JJ in a direct-current superconducting 
quantum interference device (d.c. SQUID) threaded by a magnetic 

flux22. A robust zero-bias peak (ZBP) exhibiting strong dependence 
on ϕ is measured by tunnelling spectroscopy using a laterally coupled 
quantum point contact (QPC), as schematically shown in Fig. 1a. The 
ZBP behaviour is consistent with a Majorana mode in a finite-size top-
ological JJ (see Extended Data Figs. 1, 2).

Figure 1b shows a schematic of our device, which consists of a 
three-terminal asymmetric SQUID with two JJs, labelled 1 and 2, and 
a tunnelling probe coupling to a normal lead on the top end of JJ1. 
Figure 1c shows an electron micrograph in the surroundings of JJ1. 
The junctions are characterized by Josephson critical currents Ic,2 > 
Ic,1, such that the phase difference ϕ across JJ1 can be tuned from 0 to 
∼π by threading the SQUID loop with a magnetic flux Φ (generated 
by the out-of-plane field B⊥) varying from 0 to Φ0/2, where Φ0  = h/2e 
is the superconducting flux quantum (e is the electron charge and h 
the Planck constant). The SQUID is laterally connected to two super-
conducting leads that serve as ground and allow measurement of the 
Josephson critical current of the interferometer (see Extended Data 
Figs. 9 and 10). The SQUID loop is obtained by a combination of deep 
wet etching on the semiconductor heterostructure and selective wet 
etching of the top Al layer. A HfO2 dielectric layer is deposited over the 
entire sample for gate isolation, followed by lift-off of the Ti/Au gate 
structures. Top gates V1 and V2 control the chemical potential in JJ1 
and JJ2, respectively. Split gates deposited at the top end of JJ1 form a 
QPC. In the tunnelling regime, the QPC serves as a spectroscopic probe 
revealing the local density of states of JJ1. The uppermost gate extends 
between the QPC gates and helps in defining a sharp tunnel barrier 
when operated at a voltage Vtop ≈ 0. To ensure a hard superconducting 
gap in high parallel fields, the QPC gates additionally confine the 2DEG 
beneath the narrow Al leads6,7 (see Fig. 1c). We present data for a device 
with W1 = 80, W2 = 40 nm, L1 = 1.6 µm and L2 = 5 µm. The width 
of the superconducting leads is WS1 = WS2 = 160 nm for both JJs, and 
the SQUID loop area is approximately 8 µm2. Data were reproduced 
for two additional devices with W1 = 80 nm and 120 nm respectively 
(other dimensions are the same as before) and presented in Extended 
Data Figs. 5, 7 and 8. Differential conductance G was measured in a 
four-terminal configuration by standard a.c. lock-in techniques in a 
dilution refrigerator with an electron base temperature of about 40 mK.

Figure 2a shows G as a function of the bias voltage Vsd and Φ at 
B|| = 0. The induced superconducting gap ∆(Φ = 0) ≈ 150 µeV peri-
odically oscillates as a function of Φ and is reduced by about 50% at 
Φ = (2n + 1)Φ0/2, where n is an integer. This behaviour indicates 
phase-coherent transport through JJ1 generated by Andreev reflection 
processes23,24 at the interfaces between the bare 2DEG and the prox-
imitized leads. The flux modulation of the whole continuum of states 
outside the gap is expected for JJs with narrow superconducting leads 
( ξ!WS1 S, where ξ = /π∆≈hvS F 1.5 µm is the superconducting coher-
ence length and vF is the Fermi velocity in the semiconductor), while 
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We theoretically study topological planar Josephson junctions (JJs) formed from spin-orbit-coupled two-
dimensional electron gases (2DEGs) proximitized by two superconductors and subjected to an in-plane magnetic
field B‖. Compared to previous studies of topological superconductivity in these junctions, here we consider
the case where the superconducting leads are narrower than the superconducting coherence length. In this
limit the system may be viewed as a proximitized multiband wire, with an additional knob being the phase
difference φ between the superconducting leads. A combination of mirror and time-reversal symmetry may put
the system into the class BDI. Breaking this symmetry changes the symmetry class to class D. The class D phase
diagram depends strongly on B‖ and chemical potential, with a weaker dependence on φ for JJs with narrower
superconducting leads. In contrast, the BDI phase diagram depends strongly on both B‖ and φ. Interestingly, the
BDI phase diagram has a “fan”-shaped region with phase boundaries which move away from φ = π linearly
with B‖. The number of distinct phases in the fan increases with increasing chemical potential. We study the
dependence of the JJ’s critical current on B‖, and find that minima in the critical current indicate first-order phase
transitions in the junction only when the spin-orbit coupling strength is small. In contrast to the case of a JJ with
wide leads, in the narrow case these transitions are not accompanied by a change in the JJ’s topological index.
Our results, calculated using realistic experimental parameters, provide guidelines for present and future searches
for topological superconductivity in JJs with narrow leads, and are particularly relevant to recent experiments
on InAs 2DEGs proximitized by narrow Al superconducting leads [A. Fornieri et al., Nature (London) 569, 89
(2019)].

DOI: 10.1103/PhysRevB.99.220506

Majorana zero modes (MZMs) [1–9] are not only of
fundamental interest but can also be used as the building
blocks for a fault tolerant quantum computation [10,11].
These MZMs exist in the vortex core of two-dimensional
(2D) topological superconductors (TSCs) [12,13] or at the
edge of 1D TSCs [14]. The theoretical proposals on TSCs
[13–20] have triggered a tremendous amount of experimental
effort to realize TSCs in different platforms ranging from 1D
nanowires [21–41], topological insulators [42,43], and ferro-
magnetic atomic chains [44–47]. Recently, a two-dimensional
electron gas (2DEG) with strong spin-orbit coupling (SOC)
and proximitized by two spatially separated superconductors
(SCs), thus forming a Josephson junction (JJ), was proposed
as a new platform to engineer TSCs [48,49]. Compared to the
other setups, this system has the advantage of being able to
be tuned into a TSC by changing not only the strength of
the applied magnetic field but also the superconducting phase
difference φ across the JJ [48,49]. Recent experiments [50,51]
using this setup have observed some evidence of Zeeman-
and phase-tunable topological superconductivity in the form
of zero-bias conductance peaks.

In the presence of a symmetry which is a product of the
mirror and time-reversal symmetries [48,49], the topological
planar JJ belongs to the symmetry class BDI in the tenfold

*setiawan@uchicago.edu

classification [52,53], characterized by a Z topological invari-
ant QZ. This invariant corresponds to the number of MZMs
at the junction’s end. Breaking this symmetry changes the
symmetry class to D with a Z2 index. For JJs with SCs whose
width WSC is much larger than the coherence length ξ (as stud-
ied in Refs. [48,49,54]), the class BDI and D phase diagrams
have a weak dependence on the chemical potential but depend
strongly on both the Zeeman field and φ [48]. Moreover, if
φ is not externally controlled, then as the Zeeman field is
varied the system undergoes a first-order topological phase
transition (TPT) where the phase of the ground state jumps
from φ ≈ 0 (trivial) to φ ≈ π (topological) or vice versa. This
phase jump [48,55–57] is accompanied by a minimum in the
critical current which can be used as an experimental probe
for the TPT.

Motivated by recent experiments on InAs 2DEGs proxim-
itized by narrow Al SCs [50], in this Rapid Communication
we study the topological superconductivity in planar JJs with
narrow SCs (WSC < ξ ) (see Fig. 1). We further examine the
relation between this system and a 1D multiband nanowire
TSC [58,59]. We establish numerically and analytically that
the class D phase diagram depends strongly on the in-plane
magnetic field B‖ applied along the junction, but only weakly
on the superconducting phase difference φ. This is due to the
presence of multiple normal reflections that originate from
the interfaces of the SC leads with the vacuum. Furthermore,
the normal reflections make the phase diagram more sensitive
to the 2DEG chemical potential. In contrast, the BDI phase
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FIG. 1. (a) A JJ made of two narrow SC leads in contact with a
2DEG. By applying an in-plane Zeeman field EZ,|| = gµBB||/2 paral-
lel to the JJ and a superconducting phase difference φ, the system can
be tuned into a TSC supporting MZMs γ . (b) Class D and (c) class
BDI phase diagrams as functions of EZ,|| and φ. Regions with odd
and even QZ topological index in the class BDI [(c)] correspond
respectively to the topological (QZ2 = −1) and trivial (QZ2 = 1)
regions of the class D [(b)]. The phase diagrams are obtained from
numerical simulations performed using the Kwant package [60] of a
tight-binding version of Eq. (1) (see Sec. I of Ref. [61]). The parame-
ters used correspond to the experimental parameters of recent exper-
iments on InAs 2DEGs [50], i.e., m∗ = 0.026me, α = 0.1 eV Å, µ =
0.6 meV, $ = 0.15 meV [ξ = h̄vF /(π$) = 126 nm], W = 80 nm,
and WSC = 160 nm.

diagram is strongly dependent on both B‖ and φ. Crucially, it
exhibits a “fan”-shaped region emerging from φ = π at B‖ =
0 where the BDI phase boundary lines diverge away from
φ = π linearly with B‖. The number of distinct BDI phases in
the fan increases with increasing chemical potential µ as there
are more occupied subbands for a larger µ. In addition, the
critical current through the junction has minima as a function
of B‖. These minima correspond to discontinuous transitions
of the value of φ that minimizes the free energy. However,
unlike the case of wide SC leads, here these transitions are not
necessarily accompanied by a change in the topological index.

The Hamiltonian for the planar JJs [Fig. 1(a)] in the
Nambu basis 'kx = (ψkx,↑,ψkx,↓,ψ†

−kx,↓,−ψ†
−kx,↑)

T
is H =

1
2

∫
dkx

∫
dy'†

kx
(y)Hkx (y)'kx (y), where

Hkx (y) =
(

h̄2(k2
x − ∂2

y

)

2m∗ − µ

)

τz + α(kxσy + i∂yσx )τz

+ EZ,||σx + $(y)τ+ + $∗(y)τ−, (1)

with ψkx,↑/↓(y) being the annihilation operator of an electron
with spin ↑/↓ and momentum kx. Throughout most of this
Rapid Communication, we assume the JJ to be infinitely
long. The Pauli matrices τ and σ act in particle-hole and
spin spaces, respectively, and τ± = (τx ± iτy)/2. Here, m∗ is
the effective electron mass in the 2DEG, µ is the chemical
potential, α is the Rashba SOC strength, and EZ,|| = gµBB‖/2
is the Zeeman energy due to the applied in-plane magnetic
field B‖. The proximity-induced pairing potential in the 2DEG

is [see Fig. 1(a)]

$(y) =






$e−iφ/2 for −(WSC + W/2) < y < −W/2,

0 for −W/2 < y < W/2,

$eiφ/2 for W/2 < y < WSC + W/2.

(2)

The Hamiltonian in Eq. (1) anticommutes with the particle-
hole operator P = σyτyK , where K denotes complex conjuga-
tion. When EZ,|| = 0 and φ = 0 or π , the Hamiltonian com-
mutes the standard time-reversal operator T = −iσyK (where
T 2 = −1) and thus it belongs to the symmetry class DIII
[52,53]. It also commutes with the mirror operator along the
x-z plane, i.e., My = −σy × (y → −y). While the T and My
symmetries are broken when EZ,|| (= 0 and/or φ (= 0,π , the
Hamiltonian remains invariant under the product T̃ = MyT =
iK × (y → −y) [48]. Since T̃ 2 = 1, the system belongs to
the class BDI. The presence of T̃ and P symmetries implies
that the Hamiltonian anticommutes with the chirality operator
C̃ = −iPT̃ = Myτy. Breaking the T̃ symmetry reduces the
symmetry class from BDI to D.

To obtain the phase diagrams, we calculate the topological
invariant following Ref. [62]. Since the chirality operator
obeys C̃2 = 1, it has eigenvalues ±1. In the basis where
C̃ is diagonal, the Hamiltonian is block off-diagonal (since
{C̃, H} = 0). The Z topological invariant (QZ) of the class
BDI is calculated from the phase of the determinant of the
off-diagonal part. The winding of this phase from kx = 0 to
kx = 2π gives QZ. The Z2 index of class D is simply the
parity of QZ, i.e., QZ2 = (−1)QZ [14,62].

Figure 1(b) shows the class D phase diagram of a JJ
with narrow leads (WSC ! ξ ), calculated numerically. The
phase diagram shows a sequence of TPTs from the trivial
(QZ2 = 1) to topological (QZ2 = −1) phases. Contrary to the
case of wide SC leads [48], the phase boundaries depend only
moderately on φ. As WSC becomes smaller, the strength of
normal reflections from the SC edges increases resulting in
a weaker dependence of the class D phase boundaries on φ
[63] and the physics crosses over to that of the 1D multiband
nanowire TSC [58,59].

The BDI phase diagram [Fig. 1(c)], on the other hand,
depends strongly on both EZ,|| and φ. For EZ,|| = 0, the BDI
topological invariant is QZ = 0, except at φ = π where the
gap closes. As EZ,|| increases, the gap closing point expands
into a fan-shaped region containing phases with different
values of QZ.

These features of the phase diagram can be understood
qualitatively as follows. Phase transitions where QZ2 changes
require gap closings at kx = 0, while transitions with an even
change in QZ occur as a consequence of gap closings at the
Fermi wave vector, kx = ±kF . In the limit where ξ ) WSC,
the system can be treated as a multiband nanowire [58,59],
with an induced gap that is smaller than the energy spacing
between subbands. For generic values of µ, the spectrum at
kx = 0 is gapped for all φ, and therefore the phase diagram
depends only weakly on φ. This situation changes at special
values of µ and EZ,||, where the chemical potential enters a
new subband (see Sec. II of Ref. [61] for details). Indepen-
dently of µ, a gap closing occurs at kx = ±kF for φ = π and
EZ,|| = 0. This gap closing occurs as a consequence of the
mirror symmetry, where the effective induced gap, which is a
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FIG. 1. (a) A JJ made of two narrow SC leads in contact with a
2DEG. By applying an in-plane Zeeman field EZ,|| = gµBB||/2 paral-
lel to the JJ and a superconducting phase difference φ, the system can
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BDI phase diagrams as functions of EZ,|| and φ. Regions with odd
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regions of the class D [(b)]. The phase diagrams are obtained from
numerical simulations performed using the Kwant package [60] of a
tight-binding version of Eq. (1) (see Sec. I of Ref. [61]). The parame-
ters used correspond to the experimental parameters of recent exper-
iments on InAs 2DEGs [50], i.e., m∗ = 0.026me, α = 0.1 eV Å, µ =
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diagram is strongly dependent on both B‖ and φ. Crucially, it
exhibits a “fan”-shaped region emerging from φ = π at B‖ =
0 where the BDI phase boundary lines diverge away from
φ = π linearly with B‖. The number of distinct BDI phases in
the fan increases with increasing chemical potential µ as there
are more occupied subbands for a larger µ. In addition, the
critical current through the junction has minima as a function
of B‖. These minima correspond to discontinuous transitions
of the value of φ that minimizes the free energy. However,
unlike the case of wide SC leads, here these transitions are not
necessarily accompanied by a change in the topological index.
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with ψkx,↑/↓(y) being the annihilation operator of an electron
with spin ↑/↓ and momentum kx. Throughout most of this
Rapid Communication, we assume the JJ to be infinitely
long. The Pauli matrices τ and σ act in particle-hole and
spin spaces, respectively, and τ± = (τx ± iτy)/2. Here, m∗ is
the effective electron mass in the 2DEG, µ is the chemical
potential, α is the Rashba SOC strength, and EZ,|| = gµBB‖/2
is the Zeeman energy due to the applied in-plane magnetic
field B‖. The proximity-induced pairing potential in the 2DEG
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The Hamiltonian in Eq. (1) anticommutes with the particle-
hole operator P = σyτyK , where K denotes complex conjuga-
tion. When EZ,|| = 0 and φ = 0 or π , the Hamiltonian com-
mutes the standard time-reversal operator T = −iσyK (where
T 2 = −1) and thus it belongs to the symmetry class DIII
[52,53]. It also commutes with the mirror operator along the
x-z plane, i.e., My = −σy × (y → −y). While the T and My
symmetries are broken when EZ,|| (= 0 and/or φ (= 0,π , the
Hamiltonian remains invariant under the product T̃ = MyT =
iK × (y → −y) [48]. Since T̃ 2 = 1, the system belongs to
the class BDI. The presence of T̃ and P symmetries implies
that the Hamiltonian anticommutes with the chirality operator
C̃ = −iPT̃ = Myτy. Breaking the T̃ symmetry reduces the
symmetry class from BDI to D.

To obtain the phase diagrams, we calculate the topological
invariant following Ref. [62]. Since the chirality operator
obeys C̃2 = 1, it has eigenvalues ±1. In the basis where
C̃ is diagonal, the Hamiltonian is block off-diagonal (since
{C̃, H} = 0). The Z topological invariant (QZ) of the class
BDI is calculated from the phase of the determinant of the
off-diagonal part. The winding of this phase from kx = 0 to
kx = 2π gives QZ. The Z2 index of class D is simply the
parity of QZ, i.e., QZ2 = (−1)QZ [14,62].

Figure 1(b) shows the class D phase diagram of a JJ
with narrow leads (WSC ! ξ ), calculated numerically. The
phase diagram shows a sequence of TPTs from the trivial
(QZ2 = 1) to topological (QZ2 = −1) phases. Contrary to the
case of wide SC leads [48], the phase boundaries depend only
moderately on φ. As WSC becomes smaller, the strength of
normal reflections from the SC edges increases resulting in
a weaker dependence of the class D phase boundaries on φ
[63] and the physics crosses over to that of the 1D multiband
nanowire TSC [58,59].

The BDI phase diagram [Fig. 1(c)], on the other hand,
depends strongly on both EZ,|| and φ. For EZ,|| = 0, the BDI
topological invariant is QZ = 0, except at φ = π where the
gap closes. As EZ,|| increases, the gap closing point expands
into a fan-shaped region containing phases with different
values of QZ.

These features of the phase diagram can be understood
qualitatively as follows. Phase transitions where QZ2 changes
require gap closings at kx = 0, while transitions with an even
change in QZ occur as a consequence of gap closings at the
Fermi wave vector, kx = ±kF . In the limit where ξ ) WSC,
the system can be treated as a multiband nanowire [58,59],
with an induced gap that is smaller than the energy spacing
between subbands. For generic values of µ, the spectrum at
kx = 0 is gapped for all φ, and therefore the phase diagram
depends only weakly on φ. This situation changes at special
values of µ and EZ,||, where the chemical potential enters a
new subband (see Sec. II of Ref. [61] for details). Indepen-
dently of µ, a gap closing occurs at kx = ±kF for φ = π and
EZ,|| = 0. This gap closing occurs as a consequence of the
mirror symmetry, where the effective induced gap, which is a
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0 where the BDI phase boundary lines diverge away from
φ = π linearly with B‖. The number of distinct BDI phases in
the fan increases with increasing chemical potential µ as there
are more occupied subbands for a larger µ. In addition, the
critical current through the junction has minima as a function
of B‖. These minima correspond to discontinuous transitions
of the value of φ that minimizes the free energy. However,
unlike the case of wide SC leads, here these transitions are not
necessarily accompanied by a change in the topological index.
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with ψkx,↑/↓(y) being the annihilation operator of an electron
with spin ↑/↓ and momentum kx. Throughout most of this
Rapid Communication, we assume the JJ to be infinitely
long. The Pauli matrices τ and σ act in particle-hole and
spin spaces, respectively, and τ± = (τx ± iτy)/2. Here, m∗ is
the effective electron mass in the 2DEG, µ is the chemical
potential, α is the Rashba SOC strength, and EZ,|| = gµBB‖/2
is the Zeeman energy due to the applied in-plane magnetic
field B‖. The proximity-induced pairing potential in the 2DEG
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The Hamiltonian in Eq. (1) anticommutes with the particle-
hole operator P = σyτyK , where K denotes complex conjuga-
tion. When EZ,|| = 0 and φ = 0 or π , the Hamiltonian com-
mutes the standard time-reversal operator T = −iσyK (where
T 2 = −1) and thus it belongs to the symmetry class DIII
[52,53]. It also commutes with the mirror operator along the
x-z plane, i.e., My = −σy × (y → −y). While the T and My
symmetries are broken when EZ,|| (= 0 and/or φ (= 0,π , the
Hamiltonian remains invariant under the product T̃ = MyT =
iK × (y → −y) [48]. Since T̃ 2 = 1, the system belongs to
the class BDI. The presence of T̃ and P symmetries implies
that the Hamiltonian anticommutes with the chirality operator
C̃ = −iPT̃ = Myτy. Breaking the T̃ symmetry reduces the
symmetry class from BDI to D.

To obtain the phase diagrams, we calculate the topological
invariant following Ref. [62]. Since the chirality operator
obeys C̃2 = 1, it has eigenvalues ±1. In the basis where
C̃ is diagonal, the Hamiltonian is block off-diagonal (since
{C̃, H} = 0). The Z topological invariant (QZ) of the class
BDI is calculated from the phase of the determinant of the
off-diagonal part. The winding of this phase from kx = 0 to
kx = 2π gives QZ. The Z2 index of class D is simply the
parity of QZ, i.e., QZ2 = (−1)QZ [14,62].

Figure 1(b) shows the class D phase diagram of a JJ
with narrow leads (WSC ! ξ ), calculated numerically. The
phase diagram shows a sequence of TPTs from the trivial
(QZ2 = 1) to topological (QZ2 = −1) phases. Contrary to the
case of wide SC leads [48], the phase boundaries depend only
moderately on φ. As WSC becomes smaller, the strength of
normal reflections from the SC edges increases resulting in
a weaker dependence of the class D phase boundaries on φ
[63] and the physics crosses over to that of the 1D multiband
nanowire TSC [58,59].

The BDI phase diagram [Fig. 1(c)], on the other hand,
depends strongly on both EZ,|| and φ. For EZ,|| = 0, the BDI
topological invariant is QZ = 0, except at φ = π where the
gap closes. As EZ,|| increases, the gap closing point expands
into a fan-shaped region containing phases with different
values of QZ.

These features of the phase diagram can be understood
qualitatively as follows. Phase transitions where QZ2 changes
require gap closings at kx = 0, while transitions with an even
change in QZ occur as a consequence of gap closings at the
Fermi wave vector, kx = ±kF . In the limit where ξ ) WSC,
the system can be treated as a multiband nanowire [58,59],
with an induced gap that is smaller than the energy spacing
between subbands. For generic values of µ, the spectrum at
kx = 0 is gapped for all φ, and therefore the phase diagram
depends only weakly on φ. This situation changes at special
values of µ and EZ,||, where the chemical potential enters a
new subband (see Sec. II of Ref. [61] for details). Indepen-
dently of µ, a gap closing occurs at kx = ±kF for φ = π and
EZ,|| = 0. This gap closing occurs as a consequence of the
mirror symmetry, where the effective induced gap, which is a
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A growing body of work suggests that planar Josephson junctions fabricated using supercon-
ducting hybrid materials provide a highly controllable route toward one-dimensional topological
superconductivity. Among the experimental controls are in-plane magnetic field, phase di↵erence
across the junction, and carrier density set by electrostatic gate voltages. Here, we investigate pla-
nar Josephson junctions with an improved design based on an epitaxial InAs/Al heterostructure,
embedded in a superconducting loop, probed with integrated quantum point contacts (QPCs) at
both ends of the junction. For particular ranges of in-plane field and gate voltages, a closing and
reopening of the superconducting gap is observed, along with a zero-bias conductance peak (ZBCP)
that appears upon reopening of the gap. Consistency with a simple theoretical model supports
the interpretation of a topological phase transition. While gap closings and reopenings generally
occurred together at the two ends of the junction, the height, shape, and even presence of ZBCPs
typically di↵ered between the ends, presumably due to disorder and variation of couplings to local
probes.

Planar superconductor-normal-superconductor (SNS)
Josephson junctions (JJs) with su�cient spin-orbit cou-
pling can exhibit one-dimensional topological supercon-
ductivity in the presence of a magnetic field applied par-
allel to the SN interfaces. Theoretically, the N region
under these conditions acts as a quasi-one-dimensional
topological wire bounded by trivial superconducting
walls, with Majorana zero modes at its ends [1–3]. Com-
pared to alternative nanowire platforms [4–8], planar JJs
have a new experimental knob, the phase di↵erence be-
tween bounding trivial superconductors, which can lower
the magnetic field required to observe a topological phase
transition, as reported in recent experiments in Al/InAs
[9, 10], Al/HgTe [11] and NbTiN/InSb [12].

Previous studies on related structures [9] demonstrated
the formation of a zero-bias conductance peak (ZBCP)
at one end of an Al/InAs planar JJ device. The parallel
magnetic field, Bk, at which the ZBCP first appeared
depended on the phase di↵erence, �, across the junction,
first appearing at � ⇠ ⇡, as expected for a topological
phase transition [1, 2]. A related e↵ect was reported by
Ren et al. [11], who found that the ZBCP appears in
a diamond-shaped region in the �–Bk plane. Ke et al.
observed an expected minimum of critical current at a
gate-voltage dependent value of Bk [12]. Dartiailh et al.
reported a similar signature and additionally detected a ⇡
phase shift of the current-phase relation associated with
revival of the supercurrent [10].

Here, we extend our previous investigation of topologi-

cal superconductivity in planar JJs [9] using an improved
design that helps preserve the hard superconducting gap
in the leads in the presence of Bk, allowing wide leads [3].
The junction is embedded in a superconducting loop, al-
lowing controlled biasing of � using externally applied
flux, and the junction region can now be probed at both
ends via tunnelling spectroscopy using quantum point
contacts (QPCs). In tuned ranges of junction gate volt-
age, we observe a closing and reopening of the supercon-
ducting gap with increasing Bk, along with a concurrent
appearance of a ZBCP at one or both ends of the junc-
tion. The gap reopening and the appearance of a ZBCP
both depend on � and remain concurrent when � is mod-
ulated by flux.

To test our interpretation of these observations in
terms of a topological phase transition, we investigate
a simple model of the system that includes spin-orbit
coupling as well as both Zeeman and orbital e↵ects of
the in-plane magnetic field. The orbital e↵ect is due to
the finite thickness of the Al-InAs heterostructure stack.
As discussed below (see Supplementary Material: Meth-
ods, Fig. S2a, and Fig. S11), for realistic parameters, the
model exhibits a topological phase for ⇠ 10% of param-
eter space examined, showing many features observed in
the experiment. The model also shows non-topological
near-closings of the gap. In the experiment, a similar
fraction, around 10%, of junction gate voltages showed a
ZBCP following the gap reopening.

Planar JJ devices were fabricated using an InAs-based
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FIG. 2. Tunnelling spectroscopy as a function of in-

plane magnetic field. Di↵erential conductance, G, as a
function of source-drain bias VSD and magnetic field Bk along
the junction, showing a closing of the superconducting gap
followed by reopening and concurrent appearance of a ZBCP
in (a) Device 1, with V1 = +86 mV, VSC = �1.5 V, Vqpc,top =
�0.31 V, Vqpc,bot = �3.0 V, Vloop = �3.0 V. (b) Device 2,
with V1 = +185 mV, VSC = �6.0 V, Vqpc,top = �0.48 V,
Vqpc,bot = �1.61 V, Vloop = �3.0 V.

retical model, extending models developed in Refs. [1, 2].
The proximity-coupled semiconductor is treated as a
parabolic band, approximated within a tight-binding
model, with e↵ective mass of m⇤ = 0.026me, where me

is the free electron mass, and Rashba spin-orbit coupling
↵ = 15 meV nm. The superconducting leads are repre-
sented by a pairing potential � ⇠ 140 µeV. The in-plane
field Bk induces both a Zeeman coupling and an orbital
e↵ect. The Zeeman coupling is characterized by an en-
ergy scale EZ = gS(N)µBBk/2, where µB is the Bohr mag-
neton, with g-factors gN = �8 in the junction and gS =
�4 in the leads, based on literature values [14, 15]. The
orbital e↵ect is due to the finite cross section of the de-
vice, wz(wn + 2⇠) ⇠ (20 nm)(0.5µm) ⇠ �0/0.2 T, where
⇠ ⇠ 200 nm is the superconducting coherence length. As
discussed below, this orbital field scale emerges naturally
in the model and is not put in by hand. The orbital e↵ect

FIG. 3. Theoretical model of topological phase tran-

sition. Dispersion of the Andreev bound states in a Joseph-
son junction with periodic boundary conditions as a func-
tion of momentum k along the junction (measured in units of
kF =

p
2m⇤µN/~) at phase di↵erence � = 0 for three di↵erent

values of the Zeeman field: (a) The spectrum is fully gapped
at Bk = 0. (b) At Bk = 0.21 T, the gap at k = 0 closes. (c) At
Bk = 0.3 T, the gap at k = 0 has reopened, implying a topo-
logically inverted superconducting gap. The gap at non-zero
momentum remains non-zero throughout. (d) Andreev bound
state spectrum of a finite-length planar Josephson junction
(l = 4µm) with open boundary conditions. The closing and
reopening of the superconducting gap at Bk = 0.21 T is fol-
lowed by the appearance of a Majorana state at zero energy
(red), signaling a transition to the topological phase.

is included by considering a bilayer structure with com-
plex hopping between layers [16] and a linearly increasing
superconducting phase di↵erence between the layers and
across the junction (see [13], Sec. 6.4 and [17], Sec. 2.9).

In the model, the quasi-one-dimensional junction sup-
ports Andreev bound states with momentum dispersion
as shown in Fig. 3, where k is momentum parallel to
the SN interfaces. At zero field [Fig. 3(a)], the spectrum
shows a momentum-dependent superconducting gap that
is induced by lateral proximity e↵ect from the leads. At
Bk ⇠ 0.2 T a topological phase transition occurs, sig-
naled by a closing of the gap at k = 0 [Fig. 3(b)]. Increas-
ing Bk further reopens the gap, as illustrated in Fig. 3(c)
for the case Bk = 0.3 T. Notice that the spectrum re-
mains gapped at finite k ⇠ ±kF throughout this field
range. Correspondingly, in a Josephson junction with
open boundary conditions, the bulk remains gapped away
from the transition point. Figure 3(d) shows the model
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A growing body of work suggests that planar Josephson junctions fabricated using supercon-
ducting hybrid materials provide a highly controllable route toward one-dimensional topological
superconductivity. Among the experimental controls are in-plane magnetic field, phase di↵erence
across the junction, and carrier density set by electrostatic gate voltages. Here, we investigate pla-
nar Josephson junctions with an improved design based on an epitaxial InAs/Al heterostructure,
embedded in a superconducting loop, probed with integrated quantum point contacts (QPCs) at
both ends of the junction. For particular ranges of in-plane field and gate voltages, a closing and
reopening of the superconducting gap is observed, along with a zero-bias conductance peak (ZBCP)
that appears upon reopening of the gap. Consistency with a simple theoretical model supports
the interpretation of a topological phase transition. While gap closings and reopenings generally
occurred together at the two ends of the junction, the height, shape, and even presence of ZBCPs
typically di↵ered between the ends, presumably due to disorder and variation of couplings to local
probes.

Planar superconductor-normal-superconductor (SNS)
Josephson junctions (JJs) with su�cient spin-orbit cou-
pling can exhibit one-dimensional topological supercon-
ductivity in the presence of a magnetic field applied par-
allel to the SN interfaces. Theoretically, the N region
under these conditions acts as a quasi-one-dimensional
topological wire bounded by trivial superconducting
walls, with Majorana zero modes at its ends [1–3]. Com-
pared to alternative nanowire platforms [4–8], planar JJs
have a new experimental knob, the phase di↵erence be-
tween bounding trivial superconductors, which can lower
the magnetic field required to observe a topological phase
transition, as reported in recent experiments in Al/InAs
[9, 10], Al/HgTe [11] and NbTiN/InSb [12].

Previous studies on related structures [9] demonstrated
the formation of a zero-bias conductance peak (ZBCP)
at one end of an Al/InAs planar JJ device. The parallel
magnetic field, Bk, at which the ZBCP first appeared
depended on the phase di↵erence, �, across the junction,
first appearing at � ⇠ ⇡, as expected for a topological
phase transition [1, 2]. A related e↵ect was reported by
Ren et al. [11], who found that the ZBCP appears in
a diamond-shaped region in the �–Bk plane. Ke et al.
observed an expected minimum of critical current at a
gate-voltage dependent value of Bk [12]. Dartiailh et al.
reported a similar signature and additionally detected a ⇡
phase shift of the current-phase relation associated with
revival of the supercurrent [10].

Here, we extend our previous investigation of topologi-

cal superconductivity in planar JJs [9] using an improved
design that helps preserve the hard superconducting gap
in the leads in the presence of Bk, allowing wide leads [3].
The junction is embedded in a superconducting loop, al-
lowing controlled biasing of � using externally applied
flux, and the junction region can now be probed at both
ends via tunnelling spectroscopy using quantum point
contacts (QPCs). In tuned ranges of junction gate volt-
age, we observe a closing and reopening of the supercon-
ducting gap with increasing Bk, along with a concurrent
appearance of a ZBCP at one or both ends of the junc-
tion. The gap reopening and the appearance of a ZBCP
both depend on � and remain concurrent when � is mod-
ulated by flux.

To test our interpretation of these observations in
terms of a topological phase transition, we investigate
a simple model of the system that includes spin-orbit
coupling as well as both Zeeman and orbital e↵ects of
the in-plane magnetic field. The orbital e↵ect is due to
the finite thickness of the Al-InAs heterostructure stack.
As discussed below (see Supplementary Material: Meth-
ods, Fig. S2a, and Fig. S11), for realistic parameters, the
model exhibits a topological phase for ⇠ 10% of param-
eter space examined, showing many features observed in
the experiment. The model also shows non-topological
near-closings of the gap. In the experiment, a similar
fraction, around 10%, of junction gate voltages showed a
ZBCP following the gap reopening.

Planar JJ devices were fabricated using an InAs-based
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the interpretation of a topological phase transition. While gap closings and reopenings generally
occurred together at the two ends of the junction, the height, shape, and even presence of ZBCPs
typically di↵ered between the ends, presumably due to disorder and variation of couplings to local
probes.

Planar superconductor-normal-superconductor (SNS)
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pling can exhibit one-dimensional topological supercon-
ductivity in the presence of a magnetic field applied par-
allel to the SN interfaces. Theoretically, the N region
under these conditions acts as a quasi-one-dimensional
topological wire bounded by trivial superconducting
walls, with Majorana zero modes at its ends [1–3]. Com-
pared to alternative nanowire platforms [4–8], planar JJs
have a new experimental knob, the phase di↵erence be-
tween bounding trivial superconductors, which can lower
the magnetic field required to observe a topological phase
transition, as reported in recent experiments in Al/InAs
[9, 10], Al/HgTe [11] and NbTiN/InSb [12].

Previous studies on related structures [9] demonstrated
the formation of a zero-bias conductance peak (ZBCP)
at one end of an Al/InAs planar JJ device. The parallel
magnetic field, Bk, at which the ZBCP first appeared
depended on the phase di↵erence, �, across the junction,
first appearing at � ⇠ ⇡, as expected for a topological
phase transition [1, 2]. A related e↵ect was reported by
Ren et al. [11], who found that the ZBCP appears in
a diamond-shaped region in the �–Bk plane. Ke et al.
observed an expected minimum of critical current at a
gate-voltage dependent value of Bk [12]. Dartiailh et al.
reported a similar signature and additionally detected a ⇡
phase shift of the current-phase relation associated with
revival of the supercurrent [10].

Here, we extend our previous investigation of topologi-

cal superconductivity in planar JJs [9] using an improved
design that helps preserve the hard superconducting gap
in the leads in the presence of Bk, allowing wide leads [3].
The junction is embedded in a superconducting loop, al-
lowing controlled biasing of � using externally applied
flux, and the junction region can now be probed at both
ends via tunnelling spectroscopy using quantum point
contacts (QPCs). In tuned ranges of junction gate volt-
age, we observe a closing and reopening of the supercon-
ducting gap with increasing Bk, along with a concurrent
appearance of a ZBCP at one or both ends of the junc-
tion. The gap reopening and the appearance of a ZBCP
both depend on � and remain concurrent when � is mod-
ulated by flux.

To test our interpretation of these observations in
terms of a topological phase transition, we investigate
a simple model of the system that includes spin-orbit
coupling as well as both Zeeman and orbital e↵ects of
the in-plane magnetic field. The orbital e↵ect is due to
the finite thickness of the Al-InAs heterostructure stack.
As discussed below (see Supplementary Material: Meth-
ods, Fig. S2a, and Fig. S11), for realistic parameters, the
model exhibits a topological phase for ⇠ 10% of param-
eter space examined, showing many features observed in
the experiment. The model also shows non-topological
near-closings of the gap. In the experiment, a similar
fraction, around 10%, of junction gate voltages showed a
ZBCP following the gap reopening.

Planar JJ devices were fabricated using an InAs-based
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ducting hybrid materials provide a highly controllable route toward one-dimensional topological
superconductivity. Among the experimental controls are in-plane magnetic field, phase di↵erence
across the junction, and carrier density set by electrostatic gate voltages. Here, we investigate pla-
nar Josephson junctions with an improved design based on an epitaxial InAs/Al heterostructure,
embedded in a superconducting loop, probed with integrated quantum point contacts (QPCs) at
both ends of the junction. For particular ranges of in-plane field and gate voltages, a closing and
reopening of the superconducting gap is observed, along with a zero-bias conductance peak (ZBCP)
that appears upon reopening of the gap. Consistency with a simple theoretical model supports
the interpretation of a topological phase transition. While gap closings and reopenings generally
occurred together at the two ends of the junction, the height, shape, and even presence of ZBCPs
typically di↵ered between the ends, presumably due to disorder and variation of couplings to local
probes.

Planar superconductor-normal-superconductor (SNS)
Josephson junctions (JJs) with su�cient spin-orbit cou-
pling can exhibit one-dimensional topological supercon-
ductivity in the presence of a magnetic field applied par-
allel to the SN interfaces. Theoretically, the N region
under these conditions acts as a quasi-one-dimensional
topological wire bounded by trivial superconducting
walls, with Majorana zero modes at its ends [1–3]. Com-
pared to alternative nanowire platforms [4–8], planar JJs
have a new experimental knob, the phase di↵erence be-
tween bounding trivial superconductors, which can lower
the magnetic field required to observe a topological phase
transition, as reported in recent experiments in Al/InAs
[9, 10], Al/HgTe [11] and NbTiN/InSb [12].

Previous studies on related structures [9] demonstrated
the formation of a zero-bias conductance peak (ZBCP)
at one end of an Al/InAs planar JJ device. The parallel
magnetic field, Bk, at which the ZBCP first appeared
depended on the phase di↵erence, �, across the junction,
first appearing at � ⇠ ⇡, as expected for a topological
phase transition [1, 2]. A related e↵ect was reported by
Ren et al. [11], who found that the ZBCP appears in
a diamond-shaped region in the �–Bk plane. Ke et al.
observed an expected minimum of critical current at a
gate-voltage dependent value of Bk [12]. Dartiailh et al.
reported a similar signature and additionally detected a ⇡
phase shift of the current-phase relation associated with
revival of the supercurrent [10].

Here, we extend our previous investigation of topologi-

cal superconductivity in planar JJs [9] using an improved
design that helps preserve the hard superconducting gap
in the leads in the presence of Bk, allowing wide leads [3].
The junction is embedded in a superconducting loop, al-
lowing controlled biasing of � using externally applied
flux, and the junction region can now be probed at both
ends via tunnelling spectroscopy using quantum point
contacts (QPCs). In tuned ranges of junction gate volt-
age, we observe a closing and reopening of the supercon-
ducting gap with increasing Bk, along with a concurrent
appearance of a ZBCP at one or both ends of the junc-
tion. The gap reopening and the appearance of a ZBCP
both depend on � and remain concurrent when � is mod-
ulated by flux.

To test our interpretation of these observations in
terms of a topological phase transition, we investigate
a simple model of the system that includes spin-orbit
coupling as well as both Zeeman and orbital e↵ects of
the in-plane magnetic field. The orbital e↵ect is due to
the finite thickness of the Al-InAs heterostructure stack.
As discussed below (see Supplementary Material: Meth-
ods, Fig. S2a, and Fig. S11), for realistic parameters, the
model exhibits a topological phase for ⇠ 10% of param-
eter space examined, showing many features observed in
the experiment. The model also shows non-topological
near-closings of the gap. In the experiment, a similar
fraction, around 10%, of junction gate voltages showed a
ZBCP following the gap reopening.

Planar JJ devices were fabricated using an InAs-based
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FIG. 2. Tunnelling spectroscopy as a function of in-

plane magnetic field. Di↵erential conductance, G, as a
function of source-drain bias VSD and magnetic field Bk along
the junction, showing a closing of the superconducting gap
followed by reopening and concurrent appearance of a ZBCP
in (a) Device 1, with V1 = +86 mV, VSC = �1.5 V, Vqpc,top =
�0.31 V, Vqpc,bot = �3.0 V, Vloop = �3.0 V. (b) Device 2,
with V1 = +185 mV, VSC = �6.0 V, Vqpc,top = �0.48 V,
Vqpc,bot = �1.61 V, Vloop = �3.0 V.

retical model, extending models developed in Refs. [1, 2].
The proximity-coupled semiconductor is treated as a
parabolic band, approximated within a tight-binding
model, with e↵ective mass of m⇤ = 0.026me, where me

is the free electron mass, and Rashba spin-orbit coupling
↵ = 15 meV nm. The superconducting leads are repre-
sented by a pairing potential � ⇠ 140 µeV. The in-plane
field Bk induces both a Zeeman coupling and an orbital
e↵ect. The Zeeman coupling is characterized by an en-
ergy scale EZ = gS(N)µBBk/2, where µB is the Bohr mag-
neton, with g-factors gN = �8 in the junction and gS =
�4 in the leads, based on literature values [14, 15]. The
orbital e↵ect is due to the finite cross section of the de-
vice, wz(wn + 2⇠) ⇠ (20 nm)(0.5µm) ⇠ �0/0.2 T, where
⇠ ⇠ 200 nm is the superconducting coherence length. As
discussed below, this orbital field scale emerges naturally
in the model and is not put in by hand. The orbital e↵ect

FIG. 3. Theoretical model of topological phase tran-

sition. Dispersion of the Andreev bound states in a Joseph-
son junction with periodic boundary conditions as a func-
tion of momentum k along the junction (measured in units of
kF =

p
2m⇤µN/~) at phase di↵erence � = 0 for three di↵erent

values of the Zeeman field: (a) The spectrum is fully gapped
at Bk = 0. (b) At Bk = 0.21 T, the gap at k = 0 closes. (c) At
Bk = 0.3 T, the gap at k = 0 has reopened, implying a topo-
logically inverted superconducting gap. The gap at non-zero
momentum remains non-zero throughout. (d) Andreev bound
state spectrum of a finite-length planar Josephson junction
(l = 4µm) with open boundary conditions. The closing and
reopening of the superconducting gap at Bk = 0.21 T is fol-
lowed by the appearance of a Majorana state at zero energy
(red), signaling a transition to the topological phase.

is included by considering a bilayer structure with com-
plex hopping between layers [16] and a linearly increasing
superconducting phase di↵erence between the layers and
across the junction (see [13], Sec. 6.4 and [17], Sec. 2.9).

In the model, the quasi-one-dimensional junction sup-
ports Andreev bound states with momentum dispersion
as shown in Fig. 3, where k is momentum parallel to
the SN interfaces. At zero field [Fig. 3(a)], the spectrum
shows a momentum-dependent superconducting gap that
is induced by lateral proximity e↵ect from the leads. At
Bk ⇠ 0.2 T a topological phase transition occurs, sig-
naled by a closing of the gap at k = 0 [Fig. 3(b)]. Increas-
ing Bk further reopens the gap, as illustrated in Fig. 3(c)
for the case Bk = 0.3 T. Notice that the spectrum re-
mains gapped at finite k ⇠ ±kF throughout this field
range. Correspondingly, in a Josephson junction with
open boundary conditions, the bulk remains gapped away
from the transition point. Figure 3(d) shows the model

~30 µeV topological gap
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A growing body of work suggests that planar Josephson junctions fabricated using supercon-
ducting hybrid materials provide a highly controllable route toward one-dimensional topological
superconductivity. Among the experimental controls are in-plane magnetic field, phase di↵erence
across the junction, and carrier density set by electrostatic gate voltages. Here, we investigate pla-
nar Josephson junctions with an improved design based on an epitaxial InAs/Al heterostructure,
embedded in a superconducting loop, probed with integrated quantum point contacts (QPCs) at
both ends of the junction. For particular ranges of in-plane field and gate voltages, a closing and
reopening of the superconducting gap is observed, along with a zero-bias conductance peak (ZBCP)
that appears upon reopening of the gap. Consistency with a simple theoretical model supports
the interpretation of a topological phase transition. While gap closings and reopenings generally
occurred together at the two ends of the junction, the height, shape, and even presence of ZBCPs
typically di↵ered between the ends, presumably due to disorder and variation of couplings to local
probes.

Planar superconductor-normal-superconductor (SNS)
Josephson junctions (JJs) with su�cient spin-orbit cou-
pling can exhibit one-dimensional topological supercon-
ductivity in the presence of a magnetic field applied par-
allel to the SN interfaces. Theoretically, the N region
under these conditions acts as a quasi-one-dimensional
topological wire bounded by trivial superconducting
walls, with Majorana zero modes at its ends [1–3]. Com-
pared to alternative nanowire platforms [4–8], planar JJs
have a new experimental knob, the phase di↵erence be-
tween bounding trivial superconductors, which can lower
the magnetic field required to observe a topological phase
transition, as reported in recent experiments in Al/InAs
[9, 10], Al/HgTe [11] and NbTiN/InSb [12].

Previous studies on related structures [9] demonstrated
the formation of a zero-bias conductance peak (ZBCP)
at one end of an Al/InAs planar JJ device. The parallel
magnetic field, Bk, at which the ZBCP first appeared
depended on the phase di↵erence, �, across the junction,
first appearing at � ⇠ ⇡, as expected for a topological
phase transition [1, 2]. A related e↵ect was reported by
Ren et al. [11], who found that the ZBCP appears in
a diamond-shaped region in the �–Bk plane. Ke et al.
observed an expected minimum of critical current at a
gate-voltage dependent value of Bk [12]. Dartiailh et al.
reported a similar signature and additionally detected a ⇡
phase shift of the current-phase relation associated with
revival of the supercurrent [10].

Here, we extend our previous investigation of topologi-

cal superconductivity in planar JJs [9] using an improved
design that helps preserve the hard superconducting gap
in the leads in the presence of Bk, allowing wide leads [3].
The junction is embedded in a superconducting loop, al-
lowing controlled biasing of � using externally applied
flux, and the junction region can now be probed at both
ends via tunnelling spectroscopy using quantum point
contacts (QPCs). In tuned ranges of junction gate volt-
age, we observe a closing and reopening of the supercon-
ducting gap with increasing Bk, along with a concurrent
appearance of a ZBCP at one or both ends of the junc-
tion. The gap reopening and the appearance of a ZBCP
both depend on � and remain concurrent when � is mod-
ulated by flux.

To test our interpretation of these observations in
terms of a topological phase transition, we investigate
a simple model of the system that includes spin-orbit
coupling as well as both Zeeman and orbital e↵ects of
the in-plane magnetic field. The orbital e↵ect is due to
the finite thickness of the Al-InAs heterostructure stack.
As discussed below (see Supplementary Material: Meth-
ods, Fig. S2a, and Fig. S11), for realistic parameters, the
model exhibits a topological phase for ⇠ 10% of param-
eter space examined, showing many features observed in
the experiment. The model also shows non-topological
near-closings of the gap. In the experiment, a similar
fraction, around 10%, of junction gate voltages showed a
ZBCP following the gap reopening.

Planar JJ devices were fabricated using an InAs-based

ar
X

iv
:2

20
1.

03
45

3v
1 

 [c
on

d-
m

at
.m

es
-h

al
l] 

 1
0 

Ja
n 

20
22

Signatures of a topological phase transition in a planar Josephson junction

A. Banerjee,1 O. Lesser,2 M. A. Rahman,1 H.-R. Wang,2, 3 M.-R. Li,2, 3

A. Kringhøj,1 A. M. Whiticar,1 A. C. C. Drachmann,1 C. Thomas,4, 5 T. Wang,4, 5

M. J. Manfra,4, 5, 6, 7 E. Berg,2 Y. Oreg,2 Ady Stern,2 and C. M. Marcus1

1Center for Quantum Devices, Niels Bohr Institute,
University of Copenhagen, Universitetsparken 5, 2100 Copenhagen, Denmark

2Department of Condensed Matter Physics, Weizmann Institute of Science, Rehovot, Israel 76100
3Department of Physics, Tsinghua University, Beijing 100084, China

4Department of Physics and Astronomy, Purdue University, West Lafayette, Indiana 47907 USA
5Birck Nanotechnology Center, Purdue University, West Lafayette, Indiana 47907 USA

6School of Materials Engineering, Purdue University, West Lafayette, Indiana 47907 USA
7School of Electrical and Computer Engineering,

Purdue University, West Lafayette, Indiana 47907 USA

A growing body of work suggests that planar Josephson junctions fabricated using supercon-
ducting hybrid materials provide a highly controllable route toward one-dimensional topological
superconductivity. Among the experimental controls are in-plane magnetic field, phase di↵erence
across the junction, and carrier density set by electrostatic gate voltages. Here, we investigate pla-
nar Josephson junctions with an improved design based on an epitaxial InAs/Al heterostructure,
embedded in a superconducting loop, probed with integrated quantum point contacts (QPCs) at
both ends of the junction. For particular ranges of in-plane field and gate voltages, a closing and
reopening of the superconducting gap is observed, along with a zero-bias conductance peak (ZBCP)
that appears upon reopening of the gap. Consistency with a simple theoretical model supports
the interpretation of a topological phase transition. While gap closings and reopenings generally
occurred together at the two ends of the junction, the height, shape, and even presence of ZBCPs
typically di↵ered between the ends, presumably due to disorder and variation of couplings to local
probes.

Planar superconductor-normal-superconductor (SNS)
Josephson junctions (JJs) with su�cient spin-orbit cou-
pling can exhibit one-dimensional topological supercon-
ductivity in the presence of a magnetic field applied par-
allel to the SN interfaces. Theoretically, the N region
under these conditions acts as a quasi-one-dimensional
topological wire bounded by trivial superconducting
walls, with Majorana zero modes at its ends [1–3]. Com-
pared to alternative nanowire platforms [4–8], planar JJs
have a new experimental knob, the phase di↵erence be-
tween bounding trivial superconductors, which can lower
the magnetic field required to observe a topological phase
transition, as reported in recent experiments in Al/InAs
[9, 10], Al/HgTe [11] and NbTiN/InSb [12].

Previous studies on related structures [9] demonstrated
the formation of a zero-bias conductance peak (ZBCP)
at one end of an Al/InAs planar JJ device. The parallel
magnetic field, Bk, at which the ZBCP first appeared
depended on the phase di↵erence, �, across the junction,
first appearing at � ⇠ ⇡, as expected for a topological
phase transition [1, 2]. A related e↵ect was reported by
Ren et al. [11], who found that the ZBCP appears in
a diamond-shaped region in the �–Bk plane. Ke et al.
observed an expected minimum of critical current at a
gate-voltage dependent value of Bk [12]. Dartiailh et al.
reported a similar signature and additionally detected a ⇡
phase shift of the current-phase relation associated with
revival of the supercurrent [10].

Here, we extend our previous investigation of topologi-

cal superconductivity in planar JJs [9] using an improved
design that helps preserve the hard superconducting gap
in the leads in the presence of Bk, allowing wide leads [3].
The junction is embedded in a superconducting loop, al-
lowing controlled biasing of � using externally applied
flux, and the junction region can now be probed at both
ends via tunnelling spectroscopy using quantum point
contacts (QPCs). In tuned ranges of junction gate volt-
age, we observe a closing and reopening of the supercon-
ducting gap with increasing Bk, along with a concurrent
appearance of a ZBCP at one or both ends of the junc-
tion. The gap reopening and the appearance of a ZBCP
both depend on � and remain concurrent when � is mod-
ulated by flux.

To test our interpretation of these observations in
terms of a topological phase transition, we investigate
a simple model of the system that includes spin-orbit
coupling as well as both Zeeman and orbital e↵ects of
the in-plane magnetic field. The orbital e↵ect is due to
the finite thickness of the Al-InAs heterostructure stack.
As discussed below (see Supplementary Material: Meth-
ods, Fig. S2a, and Fig. S11), for realistic parameters, the
model exhibits a topological phase for ⇠ 10% of param-
eter space examined, showing many features observed in
the experiment. The model also shows non-topological
near-closings of the gap. In the experiment, a similar
fraction, around 10%, of junction gate voltages showed a
ZBCP following the gap reopening.

Planar JJ devices were fabricated using an InAs-based
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FIG. 3. Theoretical model of topological phase transi-

tion. Dispersion of the Andreev bound states in a Josephson
junction with periodic boundary conditions as a function of
momentum k along the junction, parallel to the S-N interfaces
(measured in units of kF =

p
2m⇤µN/~) at phase di↵erence

� = 0 for three di↵erent values of the Zeeman field: (a) The
spectrum is fully gapped at Bk = 0. (b) At Bk = 0.21 T,
the gap at k = 0 closes. (c) At Bk = 0.3 T, the gap at
k = 0 has reopened, implying a topologically inverted su-
perconducting gap. The gap at non-zero momentum remains
non-zero throughout. (d) Andreev bound state spectrum of a
finite-length planar Josephson junction (l = 4µm) with open
boundary conditions. The closing and reopening of the super-
conducting gap at Bk = 0.21 T is followed by the appearance
of a Majorana state at zero energy (red), signaling a transition
to the topological phase.

spectroscopy (see Fig. S2). As discussed below, this or-
bital field scale (⇠0.2 T) emerges naturally in the model
and is not put in by hand. The orbital e↵ect is included
by considering a bilayer structure with complex hopping
between layers [21] and a linearly increasing supercon-
ducting phase di↵erence between the layers and across
the junction (see [18], Sec. 6.4 and [22], Sec. 2.9).

In the model, the quasi-one-dimensional junction sup-
ports Andreev bound states with momentum dispersion
as shown in Fig. 3, where k is momentum parallel to
the SN interfaces. At zero field [Fig. 3(a)], the spectrum
shows a momentum-dependent superconducting gap that
is induced by lateral proximity e↵ect from the leads. At
Bk ⇠ 0.2 T a topological phase transition occurs, sig-
naled by a closing of the gap at k = 0 [Fig. 3(b)]. Increas-
ing Bk further reopens the gap, as illustrated in Fig. 3(c)
for the case Bk = 0.3 T. Notice that the spectrum re-
mains gapped at finite k ⇠ ±kF throughout this field

range. Correspondingly, in a Josephson junction with
open boundary conditions, the bulk remains gapped away
from the transition point. Figure 3(d) shows the model
spectrum in a finite-length junction undergoing a gap
closing at Bk ⇠ 0.2 T and reopening, accompanied by
the appearance of a zero-energy state. The zero-energy
state observed in the model corresponds to a Majorana
zero mode. While the gap closure around Bk ⇠ 0.2 T is
robust, i.e., insensitive to small changes in chemical po-
tential, this feature can be associated either with a topo-
logical transition accompanied by zero-energy states or
with a near-closing without a topological transition, de-
pending on relatively small changes in chemical potential
or other model parameters. This is shown in Supplemen-
tary Material Fig. S3. Closures of the spectral gap due to
the orbital e↵ect have been reported before in SNS junc-
tions, where the N barrier was a di↵usive metal without
spin-orbit coupling or a large g-factor [23].
Our numerical results are spectrum calculations that

predict the appearance of a zero-energy state after the
gap reopens. However, our transport experiments do not
probe the spectrum directly. Specifically, the di↵eren-
tial conductance at zero-bias arises from an Andreev pro-
cess [24–26], and is determined not only by the presence
of a state at zero-energy, but also its spatial localization.
A Majorana zero mode is expected to be delocalized over
the entire length of the junction immediately after gap-
reopening and become spatially localized only upon fur-
ther increase of magnetic field. This may explain why
the ZBCP observed in Fig. 2(a) has a lower intensity
immediately after gap-reopening and becomes stronger
as the magnetic field is increased. Within a topological
interpretation, finite size e↵ects may lead to partial over-
lap of partner Majorana zero modes. This may cause
the ZBCP to have a small variation in structure about
zero-bias [27]. We observe such behavior in Fig. 2(a) for
Bk ' 0.4 T (see also Fig. S6).
We next examine the e↵ects of phase bias on subgap

spectroscopy. Figures 4(a-c) show tunnelling spectra as
a function of B? at di↵erent values of Bk in Device 1.
At Bk = 0 [Fig. 4(a)], the induced superconducting gap
is modulated periodically as a function of B? with a pe-
riodicity of �B? ⇠ 170 µT, corresponding to one flux
quantum �0 = h/2e through the loop. The maximum
(minimum) induced gap is � ⇠ 80 µeV (50µeV) at in-
teger (half-integer) flux through the loop. Around half
flux quantum values, sharp switches are observed, which
we attribute to phase slips due to the large inductance of
the loop, L ⇠ 2 nH [28] (see Methods).
Increasing Bk from zero, the phase-dependent states

initially moved to lower energy up to the first gap clos-
ing. Figure 4(b) shows the phase-dependent spectrum
at Bk = 0.23 T, corresponding to the first gap closing
in Fig. 2(a). Within each flux lobe, a bowtie-shaped set
of states crossing zero energy was observed, creating a
gapless spectrum. When the in-plane field was increased

Topological transition (theory)
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A growing body of work suggests that planar Josephson junctions fabricated using supercon-
ducting hybrid materials provide a highly controllable route toward one-dimensional topological
superconductivity. Among the experimental controls are in-plane magnetic field, phase di↵erence
across the junction, and carrier density set by electrostatic gate voltages. Here, we investigate pla-
nar Josephson junctions with an improved design based on an epitaxial InAs/Al heterostructure,
embedded in a superconducting loop, probed with integrated quantum point contacts (QPCs) at
both ends of the junction. For particular ranges of in-plane field and gate voltages, a closing and
reopening of the superconducting gap is observed, along with a zero-bias conductance peak (ZBCP)
that appears upon reopening of the gap. Consistency with a simple theoretical model supports
the interpretation of a topological phase transition. While gap closings and reopenings generally
occurred together at the two ends of the junction, the height, shape, and even presence of ZBCPs
typically di↵ered between the ends, presumably due to disorder and variation of couplings to local
probes.

Planar superconductor-normal-superconductor (SNS)
Josephson junctions (JJs) with su�cient spin-orbit cou-
pling can exhibit one-dimensional topological supercon-
ductivity in the presence of a magnetic field applied par-
allel to the SN interfaces. Theoretically, the N region
under these conditions acts as a quasi-one-dimensional
topological wire bounded by trivial superconducting
walls, with Majorana zero modes at its ends [1–3]. Com-
pared to alternative nanowire platforms [4–8], planar JJs
have a new experimental knob, the phase di↵erence be-
tween bounding trivial superconductors, which can lower
the magnetic field required to observe a topological phase
transition, as reported in recent experiments in Al/InAs
[9, 10], Al/HgTe [11] and NbTiN/InSb [12].

Previous studies on related structures [9] demonstrated
the formation of a zero-bias conductance peak (ZBCP)
at one end of an Al/InAs planar JJ device. The parallel
magnetic field, Bk, at which the ZBCP first appeared
depended on the phase di↵erence, �, across the junction,
first appearing at � ⇠ ⇡, as expected for a topological
phase transition [1, 2]. A related e↵ect was reported by
Ren et al. [11], who found that the ZBCP appears in
a diamond-shaped region in the �–Bk plane. Ke et al.
observed an expected minimum of critical current at a
gate-voltage dependent value of Bk [12]. Dartiailh et al.
reported a similar signature and additionally detected a ⇡
phase shift of the current-phase relation associated with
revival of the supercurrent [10].

Here, we extend our previous investigation of topologi-

cal superconductivity in planar JJs [9] using an improved
design that helps preserve the hard superconducting gap
in the leads in the presence of Bk, allowing wide leads [3].
The junction is embedded in a superconducting loop, al-
lowing controlled biasing of � using externally applied
flux, and the junction region can now be probed at both
ends via tunnelling spectroscopy using quantum point
contacts (QPCs). In tuned ranges of junction gate volt-
age, we observe a closing and reopening of the supercon-
ducting gap with increasing Bk, along with a concurrent
appearance of a ZBCP at one or both ends of the junc-
tion. The gap reopening and the appearance of a ZBCP
both depend on � and remain concurrent when � is mod-
ulated by flux.

To test our interpretation of these observations in
terms of a topological phase transition, we investigate
a simple model of the system that includes spin-orbit
coupling as well as both Zeeman and orbital e↵ects of
the in-plane magnetic field. The orbital e↵ect is due to
the finite thickness of the Al-InAs heterostructure stack.
As discussed below (see Supplementary Material: Meth-
ods, Fig. S2a, and Fig. S11), for realistic parameters, the
model exhibits a topological phase for ⇠ 10% of param-
eter space examined, showing many features observed in
the experiment. The model also shows non-topological
near-closings of the gap. In the experiment, a similar
fraction, around 10%, of junction gate voltages showed a
ZBCP following the gap reopening.

Planar JJ devices were fabricated using an InAs-based
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A growing body of work suggests that planar Josephson junctions fabricated using supercon-
ducting hybrid materials provide a highly controllable route toward one-dimensional topological
superconductivity. Among the experimental controls are in-plane magnetic field, phase di↵erence
across the junction, and carrier density set by electrostatic gate voltages. Here, we investigate pla-
nar Josephson junctions with an improved design based on an epitaxial InAs/Al heterostructure,
embedded in a superconducting loop, probed with integrated quantum point contacts (QPCs) at
both ends of the junction. For particular ranges of in-plane field and gate voltages, a closing and
reopening of the superconducting gap is observed, along with a zero-bias conductance peak (ZBCP)
that appears upon reopening of the gap. Consistency with a simple theoretical model supports
the interpretation of a topological phase transition. While gap closings and reopenings generally
occurred together at the two ends of the junction, the height, shape, and even presence of ZBCPs
typically di↵ered between the ends, presumably due to disorder and variation of couplings to local
probes.

Planar superconductor-normal-superconductor (SNS)
Josephson junctions (JJs) with su�cient spin-orbit cou-
pling can exhibit one-dimensional topological supercon-
ductivity in the presence of a magnetic field applied par-
allel to the SN interfaces. Theoretically, the N region
under these conditions acts as a quasi-one-dimensional
topological wire bounded by trivial superconducting
walls, with Majorana zero modes at its ends [1–3]. Com-
pared to alternative nanowire platforms [4–8], planar JJs
have a new experimental knob, the phase di↵erence be-
tween bounding trivial superconductors, which can lower
the magnetic field required to observe a topological phase
transition, as reported in recent experiments in Al/InAs
[9, 10], Al/HgTe [11] and NbTiN/InSb [12].

Previous studies on related structures [9] demonstrated
the formation of a zero-bias conductance peak (ZBCP)
at one end of an Al/InAs planar JJ device. The parallel
magnetic field, Bk, at which the ZBCP first appeared
depended on the phase di↵erence, �, across the junction,
first appearing at � ⇠ ⇡, as expected for a topological
phase transition [1, 2]. A related e↵ect was reported by
Ren et al. [11], who found that the ZBCP appears in
a diamond-shaped region in the �–Bk plane. Ke et al.
observed an expected minimum of critical current at a
gate-voltage dependent value of Bk [12]. Dartiailh et al.
reported a similar signature and additionally detected a ⇡
phase shift of the current-phase relation associated with
revival of the supercurrent [10].

Here, we extend our previous investigation of topologi-

cal superconductivity in planar JJs [9] using an improved
design that helps preserve the hard superconducting gap
in the leads in the presence of Bk, allowing wide leads [3].
The junction is embedded in a superconducting loop, al-
lowing controlled biasing of � using externally applied
flux, and the junction region can now be probed at both
ends via tunnelling spectroscopy using quantum point
contacts (QPCs). In tuned ranges of junction gate volt-
age, we observe a closing and reopening of the supercon-
ducting gap with increasing Bk, along with a concurrent
appearance of a ZBCP at one or both ends of the junc-
tion. The gap reopening and the appearance of a ZBCP
both depend on � and remain concurrent when � is mod-
ulated by flux.

To test our interpretation of these observations in
terms of a topological phase transition, we investigate
a simple model of the system that includes spin-orbit
coupling as well as both Zeeman and orbital e↵ects of
the in-plane magnetic field. The orbital e↵ect is due to
the finite thickness of the Al-InAs heterostructure stack.
As discussed below (see Supplementary Material: Meth-
ods, Fig. S2a, and Fig. S11), for realistic parameters, the
model exhibits a topological phase for ⇠ 10% of param-
eter space examined, showing many features observed in
the experiment. The model also shows non-topological
near-closings of the gap. In the experiment, a similar
fraction, around 10%, of junction gate voltages showed a
ZBCP following the gap reopening.

Planar JJ devices were fabricated using an InAs-based

ar
X

iv
:2

20
1.

03
45

3v
1 

 [c
on

d-
m

at
.m

es
-h

al
l] 

 1
0 

Ja
n 

20
22

The perforated wide leads 11

a

V
S

D
 (μ

V
)

V
S

D
 (μ

V
)

b

0 0.2 0.4 0.6 0.8 1

-300

-200

-100

0

100

200

300

0

0.01

0.02

0 0.2 0.4 0.6 0.8 1

-300

-200

-100

0

100

200

300

0

0.01

0.02

0 0.2 0.4 0.6 0.8 1

-300

-200

-100

0

100

200

300

0

0.05

0.1

G (2e2/h)

V
S

D
 (μ

V
)

B|| (T)

B|| (T)B|| (T)

VTG=-0.8 V

VTG= -4 V VTG= -8 V

c dG (2e2/h)

Vqpc

Vqpc

Vtop

VTG

1μm

Ti/Au (Gate) Al

B||

G (2e2/h)

B|| (T) B|| (T)

e f
μSC= 3.6 meV μSC= 3.2 meV

V
S

D
 (μ

V
)

E
 (μ

eV
)

E
 (μ

eV
)

FIG. S1. Spectroscopy of perforated superconducting leads. (a) False-color scanning electron micrograph of a
representative device used to study the gap under the superconducting leads. The superconducting lead has meandering
perforations of dimensions equivalent to those used in the planar Josephson junction devices. VTG allows gate control of the
electron density in the regions where Al has been etched away. Tunnelling spectroscopy is performed using quantum point
contacts that are electrostatically defined using a combination of Vqpc and Vtop gate voltages. (b) Di↵erential conductance G
as a function of in-plane magnetic field Bk at VTG = �0.8 V displays a soft superconducting gap that collapses at Bk ⇠ 0.3 T.
The hardness of the gap is significantly improved by depleting carriers using VTG. (c) At VTG = �4.0 V and (d) �8.0 V a
hard superconducting gap is obtained that persists until Bk ⇠ 0.6 T. Numerical simulations of the spectrum underneath the
superconducting leads are shown for (e) µSC = 3.6 meV and (f) µSC = 3.2 meV. The parameters of the model are adjusted to
match the spectrum of the leads: Ae↵ , µSC, and the di↵erence in spin-orbit coupling between the layers. Simulations for the
planar Josephson junction device are performed using the same parameters.
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FIG. S1. Spectroscopy of perforated superconducting leads. (a) False-color scanning electron micrograph of a
representative device used to study the gap under the superconducting leads. The superconducting lead has meandering
perforations of dimensions equivalent to those used in the planar Josephson junction devices. VTG allows gate control of the
electron density in the regions where Al has been etched away. Tunnelling spectroscopy is performed using quantum point
contacts that are electrostatically defined using a combination of Vqpc and Vtop gate voltages. (b) Di↵erential conductance G
as a function of in-plane magnetic field Bk at VTG = �0.8 V displays a soft superconducting gap that collapses at Bk ⇠ 0.3 T.
The hardness of the gap is significantly improved by depleting carriers using VTG. (c) At VTG = �4.0 V and (d) �8.0 V a
hard superconducting gap is obtained that persists until Bk ⇠ 0.6 T. Numerical simulations of the spectrum underneath the
superconducting leads are shown for (e) µSC = 3.6 meV and (f) µSC = 3.2 meV. The parameters of the model are adjusted to
match the spectrum of the leads: Ae↵ , µSC, and the di↵erence in spin-orbit coupling between the layers. Simulations for the
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A growing body of work suggests that planar Josephson junctions fabricated using supercon-
ducting hybrid materials provide a highly controllable route toward one-dimensional topological
superconductivity. Among the experimental controls are in-plane magnetic field, phase di↵erence
across the junction, and carrier density set by electrostatic gate voltages. Here, we investigate pla-
nar Josephson junctions with an improved design based on an epitaxial InAs/Al heterostructure,
embedded in a superconducting loop, probed with integrated quantum point contacts (QPCs) at
both ends of the junction. For particular ranges of in-plane field and gate voltages, a closing and
reopening of the superconducting gap is observed, along with a zero-bias conductance peak (ZBCP)
that appears upon reopening of the gap. Consistency with a simple theoretical model supports
the interpretation of a topological phase transition. While gap closings and reopenings generally
occurred together at the two ends of the junction, the height, shape, and even presence of ZBCPs
typically di↵ered between the ends, presumably due to disorder and variation of couplings to local
probes.

Planar superconductor-normal-superconductor (SNS)
Josephson junctions (JJs) with su�cient spin-orbit cou-
pling can exhibit one-dimensional topological supercon-
ductivity in the presence of a magnetic field applied par-
allel to the SN interfaces. Theoretically, the N region
under these conditions acts as a quasi-one-dimensional
topological wire bounded by trivial superconducting
walls, with Majorana zero modes at its ends [1–3]. Com-
pared to alternative nanowire platforms [4–8], planar JJs
have a new experimental knob, the phase di↵erence be-
tween bounding trivial superconductors, which can lower
the magnetic field required to observe a topological phase
transition, as reported in recent experiments in Al/InAs
[9, 10], Al/HgTe [11] and NbTiN/InSb [12].

Previous studies on related structures [9] demonstrated
the formation of a zero-bias conductance peak (ZBCP)
at one end of an Al/InAs planar JJ device. The parallel
magnetic field, Bk, at which the ZBCP first appeared
depended on the phase di↵erence, �, across the junction,
first appearing at � ⇠ ⇡, as expected for a topological
phase transition [1, 2]. A related e↵ect was reported by
Ren et al. [11], who found that the ZBCP appears in
a diamond-shaped region in the �–Bk plane. Ke et al.
observed an expected minimum of critical current at a
gate-voltage dependent value of Bk [12]. Dartiailh et al.
reported a similar signature and additionally detected a ⇡
phase shift of the current-phase relation associated with
revival of the supercurrent [10].

Here, we extend our previous investigation of topologi-

cal superconductivity in planar JJs [9] using an improved
design that helps preserve the hard superconducting gap
in the leads in the presence of Bk, allowing wide leads [3].
The junction is embedded in a superconducting loop, al-
lowing controlled biasing of � using externally applied
flux, and the junction region can now be probed at both
ends via tunnelling spectroscopy using quantum point
contacts (QPCs). In tuned ranges of junction gate volt-
age, we observe a closing and reopening of the supercon-
ducting gap with increasing Bk, along with a concurrent
appearance of a ZBCP at one or both ends of the junc-
tion. The gap reopening and the appearance of a ZBCP
both depend on � and remain concurrent when � is mod-
ulated by flux.

To test our interpretation of these observations in
terms of a topological phase transition, we investigate
a simple model of the system that includes spin-orbit
coupling as well as both Zeeman and orbital e↵ects of
the in-plane magnetic field. The orbital e↵ect is due to
the finite thickness of the Al-InAs heterostructure stack.
As discussed below (see Supplementary Material: Meth-
ods, Fig. S2a, and Fig. S11), for realistic parameters, the
model exhibits a topological phase for ⇠ 10% of param-
eter space examined, showing many features observed in
the experiment. The model also shows non-topological
near-closings of the gap. In the experiment, a similar
fraction, around 10%, of junction gate voltages showed a
ZBCP following the gap reopening.

Planar JJ devices were fabricated using an InAs-based
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A growing body of work suggests that planar Josephson junctions fabricated using supercon-
ducting hybrid materials provide a highly controllable route toward one-dimensional topological
superconductivity. Among the experimental controls are in-plane magnetic field, phase di↵erence
across the junction, and carrier density set by electrostatic gate voltages. Here, we investigate pla-
nar Josephson junctions with an improved design based on an epitaxial InAs/Al heterostructure,
embedded in a superconducting loop, probed with integrated quantum point contacts (QPCs) at
both ends of the junction. For particular ranges of in-plane field and gate voltages, a closing and
reopening of the superconducting gap is observed, along with a zero-bias conductance peak (ZBCP)
that appears upon reopening of the gap. Consistency with a simple theoretical model supports
the interpretation of a topological phase transition. While gap closings and reopenings generally
occurred together at the two ends of the junction, the height, shape, and even presence of ZBCPs
typically di↵ered between the ends, presumably due to disorder and variation of couplings to local
probes.

Planar superconductor-normal-superconductor (SNS)
Josephson junctions (JJs) with su�cient spin-orbit cou-
pling can exhibit one-dimensional topological supercon-
ductivity in the presence of a magnetic field applied par-
allel to the SN interfaces. Theoretically, the N region
under these conditions acts as a quasi-one-dimensional
topological wire bounded by trivial superconducting
walls, with Majorana zero modes at its ends [1–3]. Com-
pared to alternative nanowire platforms [4–8], planar JJs
have a new experimental knob, the phase di↵erence be-
tween bounding trivial superconductors, which can lower
the magnetic field required to observe a topological phase
transition, as reported in recent experiments in Al/InAs
[9, 10], Al/HgTe [11] and NbTiN/InSb [12].

Previous studies on related structures [9] demonstrated
the formation of a zero-bias conductance peak (ZBCP)
at one end of an Al/InAs planar JJ device. The parallel
magnetic field, Bk, at which the ZBCP first appeared
depended on the phase di↵erence, �, across the junction,
first appearing at � ⇠ ⇡, as expected for a topological
phase transition [1, 2]. A related e↵ect was reported by
Ren et al. [11], who found that the ZBCP appears in
a diamond-shaped region in the �–Bk plane. Ke et al.
observed an expected minimum of critical current at a
gate-voltage dependent value of Bk [12]. Dartiailh et al.
reported a similar signature and additionally detected a ⇡
phase shift of the current-phase relation associated with
revival of the supercurrent [10].

Here, we extend our previous investigation of topologi-

cal superconductivity in planar JJs [9] using an improved
design that helps preserve the hard superconducting gap
in the leads in the presence of Bk, allowing wide leads [3].
The junction is embedded in a superconducting loop, al-
lowing controlled biasing of � using externally applied
flux, and the junction region can now be probed at both
ends via tunnelling spectroscopy using quantum point
contacts (QPCs). In tuned ranges of junction gate volt-
age, we observe a closing and reopening of the supercon-
ducting gap with increasing Bk, along with a concurrent
appearance of a ZBCP at one or both ends of the junc-
tion. The gap reopening and the appearance of a ZBCP
both depend on � and remain concurrent when � is mod-
ulated by flux.

To test our interpretation of these observations in
terms of a topological phase transition, we investigate
a simple model of the system that includes spin-orbit
coupling as well as both Zeeman and orbital e↵ects of
the in-plane magnetic field. The orbital e↵ect is due to
the finite thickness of the Al-InAs heterostructure stack.
As discussed below (see Supplementary Material: Meth-
ods, Fig. S2a, and Fig. S11), for realistic parameters, the
model exhibits a topological phase for ⇠ 10% of param-
eter space examined, showing many features observed in
the experiment. The model also shows non-topological
near-closings of the gap. In the experiment, a similar
fraction, around 10%, of junction gate voltages showed a
ZBCP following the gap reopening.

Planar JJ devices were fabricated using an InAs-based
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is modulated periodically as a function of B?. The period corresponds to �0 = h/2e through the superconducting loop. (b)
At Bk = 0.2 T, states cross zero energy in a bowtie shape, indicating a phase-dependent gap closing. (c) At Bk = 0.27 T
the superconducting gap reopens with a stable ZBCP. (d)–(f) Theoretical spectra as a function of the flux at three values of
Bk = 0, 0.4 T and 0.45 T (note, these are not the same fields as the experimental data in a-c, suggesting only qualitative
correspondence). The simulations take into account the inductance L = 2 nH of the flux loop. This reduces the degree of phase
modulation of the superconducting gap (see Methods).

to Bk = 0.27 T, the gap reappeared along with a ZBCP
[Fig. 4(c)]. The ZBCP displays no observable depen-
dence on B?, while the gap shows strong phase depen-
dence with the lowest-lying energy level at E ⇠ 30 µeV.
In contrast to the phase-dependent spectrum at Bk = 0
[Fig. 4(a)], spectra at finite parallel field [Figs. 4(b-c)] are
asymmetric in phase bias within each lobe [2, 29–31].

The numerical bound-state spectrum was determined
as a function of �, including the e↵ect of loop inductance
(see Methods). Figures 4(d-f), show numerical spectra
with variation of the magnetic flux at three values of Bk.
At zero in-plane magnetic field [Fig. 4(d)], the spectrum
is spin degenerate and all Andreev bound state energies
are periodically modulated as a function of �. At inter-
mediate magnetic fields [Fig. 4(e)], the system is trivial
in some range of � and topological in another range. In
the topological region, a zero-energy state appears in the
gap. These regions are separated by a gap-closing transi-

tion. For higher magnetic fields [Fig. 4(f)], the spectrum
becomes topological for all values of � and the junction
hosts a stable zero-energy state. The orbital e↵ect from
the in-plane magnetic field also induces a phase-shift in
the spectrum, such that the flux lobes are not symmetric
about � = 0 at non-zero values of Bk.

We next examine the e↵ect on the spectrum when
Bk was tilted by small angles in the plane of the junc-
tion. As shown in Figs. S8(a-c), a tilt angle of ⇠ 20�

closed the reopened gap. Similar behavior is seen in the
model, though with greater sensitivity to tilt, as seen in
Figs. S8(d-f).

Finally, we investigate simultaneous tunnelling spec-
troscopy at both ends of the device using the two QPCs
in Device 3. Di↵erential conductances GT and GB, mea-
sured at the top (top row of Fig. 5) and bottom (bottom
row of Fig. 5) of the junction show correlated modula-
tion of the superconducting gaps at the two ends as a

Phase dependence (experiment and theory)
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A growing body of work suggests that planar Josephson junctions fabricated using supercon-
ducting hybrid materials provide a highly controllable route toward one-dimensional topological
superconductivity. Among the experimental controls are in-plane magnetic field, phase di↵erence
across the junction, and carrier density set by electrostatic gate voltages. Here, we investigate pla-
nar Josephson junctions with an improved design based on an epitaxial InAs/Al heterostructure,
embedded in a superconducting loop, probed with integrated quantum point contacts (QPCs) at
both ends of the junction. For particular ranges of in-plane field and gate voltages, a closing and
reopening of the superconducting gap is observed, along with a zero-bias conductance peak (ZBCP)
that appears upon reopening of the gap. Consistency with a simple theoretical model supports
the interpretation of a topological phase transition. While gap closings and reopenings generally
occurred together at the two ends of the junction, the height, shape, and even presence of ZBCPs
typically di↵ered between the ends, presumably due to disorder and variation of couplings to local
probes.

Planar superconductor-normal-superconductor (SNS)
Josephson junctions (JJs) with su�cient spin-orbit cou-
pling can exhibit one-dimensional topological supercon-
ductivity in the presence of a magnetic field applied par-
allel to the SN interfaces. Theoretically, the N region
under these conditions acts as a quasi-one-dimensional
topological wire bounded by trivial superconducting
walls, with Majorana zero modes at its ends [1–3]. Com-
pared to alternative nanowire platforms [4–8], planar JJs
have a new experimental knob, the phase di↵erence be-
tween bounding trivial superconductors, which can lower
the magnetic field required to observe a topological phase
transition, as reported in recent experiments in Al/InAs
[9, 10], Al/HgTe [11] and NbTiN/InSb [12].

Previous studies on related structures [9] demonstrated
the formation of a zero-bias conductance peak (ZBCP)
at one end of an Al/InAs planar JJ device. The parallel
magnetic field, Bk, at which the ZBCP first appeared
depended on the phase di↵erence, �, across the junction,
first appearing at � ⇠ ⇡, as expected for a topological
phase transition [1, 2]. A related e↵ect was reported by
Ren et al. [11], who found that the ZBCP appears in
a diamond-shaped region in the �–Bk plane. Ke et al.
observed an expected minimum of critical current at a
gate-voltage dependent value of Bk [12]. Dartiailh et al.
reported a similar signature and additionally detected a ⇡
phase shift of the current-phase relation associated with
revival of the supercurrent [10].

Here, we extend our previous investigation of topologi-

cal superconductivity in planar JJs [9] using an improved
design that helps preserve the hard superconducting gap
in the leads in the presence of Bk, allowing wide leads [3].
The junction is embedded in a superconducting loop, al-
lowing controlled biasing of � using externally applied
flux, and the junction region can now be probed at both
ends via tunnelling spectroscopy using quantum point
contacts (QPCs). In tuned ranges of junction gate volt-
age, we observe a closing and reopening of the supercon-
ducting gap with increasing Bk, along with a concurrent
appearance of a ZBCP at one or both ends of the junc-
tion. The gap reopening and the appearance of a ZBCP
both depend on � and remain concurrent when � is mod-
ulated by flux.

To test our interpretation of these observations in
terms of a topological phase transition, we investigate
a simple model of the system that includes spin-orbit
coupling as well as both Zeeman and orbital e↵ects of
the in-plane magnetic field. The orbital e↵ect is due to
the finite thickness of the Al-InAs heterostructure stack.
As discussed below (see Supplementary Material: Meth-
ods, Fig. S2a, and Fig. S11), for realistic parameters, the
model exhibits a topological phase for ⇠ 10% of param-
eter space examined, showing many features observed in
the experiment. The model also shows non-topological
near-closings of the gap. In the experiment, a similar
fraction, around 10%, of junction gate voltages showed a
ZBCP following the gap reopening.

Planar JJ devices were fabricated using an InAs-based
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A growing body of work suggests that planar Josephson junctions fabricated using supercon-
ducting hybrid materials provide a highly controllable route toward one-dimensional topological
superconductivity. Among the experimental controls are in-plane magnetic field, phase di↵erence
across the junction, and carrier density set by electrostatic gate voltages. Here, we investigate pla-
nar Josephson junctions with an improved design based on an epitaxial InAs/Al heterostructure,
embedded in a superconducting loop, probed with integrated quantum point contacts (QPCs) at
both ends of the junction. For particular ranges of in-plane field and gate voltages, a closing and
reopening of the superconducting gap is observed, along with a zero-bias conductance peak (ZBCP)
that appears upon reopening of the gap. Consistency with a simple theoretical model supports
the interpretation of a topological phase transition. While gap closings and reopenings generally
occurred together at the two ends of the junction, the height, shape, and even presence of ZBCPs
typically di↵ered between the ends, presumably due to disorder and variation of couplings to local
probes.

Planar superconductor-normal-superconductor (SNS)
Josephson junctions (JJs) with su�cient spin-orbit cou-
pling can exhibit one-dimensional topological supercon-
ductivity in the presence of a magnetic field applied par-
allel to the SN interfaces. Theoretically, the N region
under these conditions acts as a quasi-one-dimensional
topological wire bounded by trivial superconducting
walls, with Majorana zero modes at its ends [1–3]. Com-
pared to alternative nanowire platforms [4–8], planar JJs
have a new experimental knob, the phase di↵erence be-
tween bounding trivial superconductors, which can lower
the magnetic field required to observe a topological phase
transition, as reported in recent experiments in Al/InAs
[9, 10], Al/HgTe [11] and NbTiN/InSb [12].

Previous studies on related structures [9] demonstrated
the formation of a zero-bias conductance peak (ZBCP)
at one end of an Al/InAs planar JJ device. The parallel
magnetic field, Bk, at which the ZBCP first appeared
depended on the phase di↵erence, �, across the junction,
first appearing at � ⇠ ⇡, as expected for a topological
phase transition [1, 2]. A related e↵ect was reported by
Ren et al. [11], who found that the ZBCP appears in
a diamond-shaped region in the �–Bk plane. Ke et al.
observed an expected minimum of critical current at a
gate-voltage dependent value of Bk [12]. Dartiailh et al.
reported a similar signature and additionally detected a ⇡
phase shift of the current-phase relation associated with
revival of the supercurrent [10].

Here, we extend our previous investigation of topologi-

cal superconductivity in planar JJs [9] using an improved
design that helps preserve the hard superconducting gap
in the leads in the presence of Bk, allowing wide leads [3].
The junction is embedded in a superconducting loop, al-
lowing controlled biasing of � using externally applied
flux, and the junction region can now be probed at both
ends via tunnelling spectroscopy using quantum point
contacts (QPCs). In tuned ranges of junction gate volt-
age, we observe a closing and reopening of the supercon-
ducting gap with increasing Bk, along with a concurrent
appearance of a ZBCP at one or both ends of the junc-
tion. The gap reopening and the appearance of a ZBCP
both depend on � and remain concurrent when � is mod-
ulated by flux.

To test our interpretation of these observations in
terms of a topological phase transition, we investigate
a simple model of the system that includes spin-orbit
coupling as well as both Zeeman and orbital e↵ects of
the in-plane magnetic field. The orbital e↵ect is due to
the finite thickness of the Al-InAs heterostructure stack.
As discussed below (see Supplementary Material: Meth-
ods, Fig. S2a, and Fig. S11), for realistic parameters, the
model exhibits a topological phase for ⇠ 10% of param-
eter space examined, showing many features observed in
the experiment. The model also shows non-topological
near-closings of the gap. In the experiment, a similar
fraction, around 10%, of junction gate voltages showed a
ZBCP following the gap reopening.

Planar JJ devices were fabricated using an InAs-based
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FIG. 5. Two-ended tunnelling spectroscopy at the two ends of the junction. Di↵erential conductance measured
as a function of source-drain bias VSD and in-plane magnetic field Bk (a) GT the top end and (b) GB at the bottom end.
The phase bias is set to � = 0. Both ends display a closing and reopening of the gap at Bk ⇠0.22 T followed by a zero-bias
conductance peak. Simultaneous di↵erential conductance measured at the top end and bottom end as a function of source-drain
bias VSD and out-of-plane magnetic field B? for di↵erent values of in-plane magnetic field Bk. (c) and (d) At Bk = 0, the
superconducting gap is modulated periodically at both ends as a function of B? with the same periodicity and zero relative
phase di↵erence. (e) and (f) At Bk = 0.2 T, the spectrum at both ends becomes gapless for all values of B?. (g) and (h)
At Bk = 0.3 T the superconducting gap reopens with a stable zero-bias conductance peak at both ends of the device. Gate
voltages were V1 = +189 mV, VSC = �2.6 V, Vqpc,top = �6 mV,Vtop = �0.1 V, Vqpc,bot = �265 mV, Vbot = +0.2 V, and
Vloop = �3.0 V.

The numerical bound-state spectrum was determined
as a function of �, including the e↵ect of loop inductance
(see Methods). Figures 4(d-f), show numerical spectra
with variation of the magnetic flux at three values of Bk.
At zero in-plane magnetic field [Fig. 4(d)], the spectrum
is spin degenerate and all Andreev bound state energies
are periodically modulated as a function of �. At inter-
mediate magnetic fields [Fig. 4(e)], the system is trivial
in some range of � and topological in another range. In
the topological region, a zero-energy state appears in the
gap. These regions are separated by a gap-closing transi-
tion. For higher magnetic fields [Fig. 4(f)], the spectrum
becomes topological for all values of � and the junction
hosts a stable zero-energy state.

We next examine the e↵ect on the spectrum when
Bk was tilted by small angles in the plane of the junc-
tion. As shown in Figs. S7(a-c), a tilt angle of ⇠ 20�

closed the reopened gap. Similar behavior is seen in the

model, though with greater sensitivity to tilt, as seen in
Figs. S7(d-f).

Finally, we investigate simultaneous tunnelling spec-
troscopy at both ends of the device using the two QPCs
in Device 3. Di↵erential conductances GT and GB, mea-
sured at the top (top row of Fig. 5) and bottom (bottom
row of Fig. 5) of the junction show correlated modula-
tion of the superconducting gaps at the two ends as a
function of B? with flux switches occurring at the same
values of B? at both ends [Figs. 5(c) and 5(d)]. The sizes
of the superconducting gaps at the two ends are di↵er-
ent, with �T ⇠ 50 µeV at the top and �B ⇠ 120 µeV
at the bottom. In the presence of an in-plane magnetic
field, the gaps at the two ends disappeared simultane-
ously at Bk ⇠ 0.2 T before reopening and undergoing a
final gap closure at Bk ⇠ 0.48 T. A gapless spectrum at
Bk ⇠ 0.2 T was seen for all values of B? [Figs. 5(e,f)].
At Bk ⇠ 0.3 T, the maximal reopened gaps at the two
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FIG. 5. Two-ended tunnelling spectroscopy at the two ends of the junction. Di↵erential conductance measured
as a function of source-drain bias VSD and in-plane magnetic field Bk (a) GT the top end and (b) GB at the bottom end.
The phase bias is set to � = 0. Both ends display a closing and reopening of the gap at Bk ⇠0.22 T followed by a zero-bias
conductance peak. Simultaneous di↵erential conductance measured at the top end and bottom end as a function of source-drain
bias VSD and out-of-plane magnetic field B? for di↵erent values of in-plane magnetic field Bk. (c) and (d) At Bk = 0, the
superconducting gap is modulated periodically at both ends as a function of B? with the same periodicity and zero relative
phase di↵erence. (e) and (f) At Bk = 0.2 T, the spectrum at both ends becomes gapless for all values of B?. (g) and (h)
At Bk = 0.3 T the superconducting gap reopens with a stable zero-bias conductance peak at both ends of the device. Gate
voltages were V1 = +189 mV, VSC = �2.6 V, Vqpc,top = �6 mV,Vtop = �0.1 V, Vqpc,bot = �265 mV, Vbot = +0.2 V, and
Vloop = �3.0 V.

The numerical bound-state spectrum was determined
as a function of �, including the e↵ect of loop inductance
(see Methods). Figures 4(d-f), show numerical spectra
with variation of the magnetic flux at three values of Bk.
At zero in-plane magnetic field [Fig. 4(d)], the spectrum
is spin degenerate and all Andreev bound state energies
are periodically modulated as a function of �. At inter-
mediate magnetic fields [Fig. 4(e)], the system is trivial
in some range of � and topological in another range. In
the topological region, a zero-energy state appears in the
gap. These regions are separated by a gap-closing transi-
tion. For higher magnetic fields [Fig. 4(f)], the spectrum
becomes topological for all values of � and the junction
hosts a stable zero-energy state.

We next examine the e↵ect on the spectrum when
Bk was tilted by small angles in the plane of the junc-
tion. As shown in Figs. S7(a-c), a tilt angle of ⇠ 20�

closed the reopened gap. Similar behavior is seen in the

model, though with greater sensitivity to tilt, as seen in
Figs. S7(d-f).

Finally, we investigate simultaneous tunnelling spec-
troscopy at both ends of the device using the two QPCs
in Device 3. Di↵erential conductances GT and GB, mea-
sured at the top (top row of Fig. 5) and bottom (bottom
row of Fig. 5) of the junction show correlated modula-
tion of the superconducting gaps at the two ends as a
function of B? with flux switches occurring at the same
values of B? at both ends [Figs. 5(c) and 5(d)]. The sizes
of the superconducting gaps at the two ends are di↵er-
ent, with �T ⇠ 50 µeV at the top and �B ⇠ 120 µeV
at the bottom. In the presence of an in-plane magnetic
field, the gaps at the two ends disappeared simultane-
ously at Bk ⇠ 0.2 T before reopening and undergoing a
final gap closure at Bk ⇠ 0.48 T. A gapless spectrum at
Bk ⇠ 0.2 T was seen for all values of B? [Figs. 5(e,f)].
At Bk ⇠ 0.3 T, the maximal reopened gaps at the two
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FIG. 1. Planar Josephson junction device.

(a) Schematic of a planar Josephson junction consisting
of two superconducting leads (blue) in epitaxial contact with
the underlying semiconductor (brown). Between the leads
of width w = 1.8µm was a semiconductor (normal) region
of width wn = 100 nm and length l = 1.6µm. The nominal
thickness wz ⇠ 20 nm of the active semiconductor region
contains two barriers and the InAs quantum well. Red dots
schematically indicate the positions of theoretically predicted
Majorana zero modes in the topological phase. (b) Schematic
cross section shows the Al/InAs heterostructure with layer
thicknesses along with dielectric and gate layers. Leads and
junction were covered by 15 nm of HfO2 dielectric deposited
by atomic layer deposition and Ti/Au electrostatic gates.
(c) False-color electron micrograph of a representative device.
The superconducting leads have meandering perforations
to allow partial depletion below using gate voltage VSC.
Leads are connected by a superconducting loop allowing
phase biasing of the junction using a small out-of-plane
magnetic field B?. Tunnelling spectroscopy is performed
using quantum point contacts at the junction ends, controlled
by voltages Vqpc,top and Vtop on the top and Vqpc,bot and
Vbot on the bottom.

heterostructure grown on an InP wafer, with epitaxial Al
as the topmost layer of the heterostructure [see Fig. 1(b)].
In0.75Ga0.25As barriers separate the InAs quantum well
from the Al layer above and the In1�xAlxAs graded
bu↵er below. The JJ and superconducting loop were
fabricated by a combination of selective wet etching of
Al (using Transene D etchant) and deep wet etching
of the heterostructure stack to form a mesa and U-
shaped trench. A Ti/Au layer contacting a patch of the
mesa (with Al removed) serves as a sub-micron inter-
nal ohmic contact allowing bottom-end tunnelling spec-
troscopy through a QPC inside the superconducting loop.
Patterned HfO2 dielectric was deposited using atomic
layer deposition (ALD) to allow the Ti/Au layer con-
tacting the internal ohmic contact to pass over the su-
perconducting loop. A second layer of ALD HfO2 was

then deposited on the entire chip followed by patterned
deposition of Ti/Au gates to electrostatically control the
junction and QPCs. The JJ (width wn = 100 nm, length
l = 1.6µm) was covered by a gate above the second ALD
layer, energized by gate voltage V1 relative to the leads to
control carrier density and mean free path in the junction
[Fig. 1(c)]. Dependence of density and mobility on gate
voltage was investigated in a Hall-bar geometry made
from the same material, with similar dielectric and top
gate (see Supplementary Material Fig. S12).
The Al layer in the leads (width w = 1.8 µm)

was etched to form meandering perforations (width ⇠
100 nm). These perforations allowed depletion of the
semiconductor below and laterally when the gate volt-
age covering the leads was set to a large negative value,
VSC ⇠ �3 V. Depletion in the meanders resulted in an
improved hard superconducting gap up to Bk ⇠ 0.5 T
(see Supplementary Material Fig. S1 for tunnelling spec-
troscopy in a lead-like structure). The two leads are con-
nected through a superconducting loop (with undepleted
electron gas below) with area ⇠12 µm2 allowing phase
biasing of the junction by the application of a perpendic-
ular magnetic field, B?. One flux quantum, �0 = h/2e,
through the loop corresponds to B? ⇠ 0.17 mT, small
compared to the field that closes the induced gap un-
der the Al (B? ⇠ 10mT) or that drives the Al normal
(B? ⇠ 40mT). Split gates controlled by voltages Vqpc,top

and Vqpc,bot electrostatically define constrictions at the
top and bottom of the junction to serve as QPC tun-
nel barriers. Gate voltages Vtop and Vbot, which control
densities in the normal regions outside the QPCs, are
typically fixed at ⇠ +100 mV. We show results from four
devices of identical design. We first focus on tunnelling
spectra from the top end of the junction for Devices 1 and
2, and then examine spectra measured simultaneously at
both ends of the junction for Devices 3 and 4.

Figure 2 shows di↵erential conductance, G, as a func-
tion of source-drain bias VSD measured at the top of the
junction (outside the loop) as a function of Bk applied
along the junction for two devices. To compensate spu-
rious flux through the superconducting loop due to sam-
ple misalignment, G was measured as a function of B? at
each value of Bk and reconstructed to plot the Bk depen-
dence at fixed flux (see Methods). Figure 2 is for the case
of zero flux, � = 0. Top QPC gates were tuned to operate
in the tunnelling regime, where G is roughly proportional
to the local density of states (see [13], Sec. 11.5).

At Bk = 0, we measured a gap � ⇠ 80 µeV, which
increased to � ⇠ 100 µeV at Bk ⇠ 0.05 T. Above 0.1 T,
a dense but striated set of tunnelling peaks approach zero
bias, closing at Bk ⇠ 0.2 T. With further increase of field,
the gap reopened, and a ZBCP appeared, separated from
the gapped states. A maximum gap of ⇠ 20 � 30 µeV
was observed in the reopened state before it closed again
at Bk ⇠ 0.5 T.

We compare these experimental observations to a theo-



Signatures of a topological phase transition in a planar Josephson junction

A. Banerjee,1 O. Lesser,2 M. A. Rahman,1 H.-R. Wang,2, 3 M.-R. Li,2, 3

A. Kringhøj,1 A. M. Whiticar,1 A. C. C. Drachmann,1 C. Thomas,4, 5 T. Wang,4, 5

M. J. Manfra,4, 5, 6, 7 E. Berg,2 Y. Oreg,2 Ady Stern,2 and C. M. Marcus1

1Center for Quantum Devices, Niels Bohr Institute,
University of Copenhagen, Universitetsparken 5, 2100 Copenhagen, Denmark

2Department of Condensed Matter Physics, Weizmann Institute of Science, Rehovot, Israel 76100
3Department of Physics, Tsinghua University, Beijing 100084, China

4Department of Physics and Astronomy, Purdue University, West Lafayette, Indiana 47907 USA
5Birck Nanotechnology Center, Purdue University, West Lafayette, Indiana 47907 USA

6School of Materials Engineering, Purdue University, West Lafayette, Indiana 47907 USA
7School of Electrical and Computer Engineering,

Purdue University, West Lafayette, Indiana 47907 USA

A growing body of work suggests that planar Josephson junctions fabricated using supercon-
ducting hybrid materials provide a highly controllable route toward one-dimensional topological
superconductivity. Among the experimental controls are in-plane magnetic field, phase di↵erence
across the junction, and carrier density set by electrostatic gate voltages. Here, we investigate pla-
nar Josephson junctions with an improved design based on an epitaxial InAs/Al heterostructure,
embedded in a superconducting loop, probed with integrated quantum point contacts (QPCs) at
both ends of the junction. For particular ranges of in-plane field and gate voltages, a closing and
reopening of the superconducting gap is observed, along with a zero-bias conductance peak (ZBCP)
that appears upon reopening of the gap. Consistency with a simple theoretical model supports
the interpretation of a topological phase transition. While gap closings and reopenings generally
occurred together at the two ends of the junction, the height, shape, and even presence of ZBCPs
typically di↵ered between the ends, presumably due to disorder and variation of couplings to local
probes.

Planar superconductor-normal-superconductor (SNS)
Josephson junctions (JJs) with su�cient spin-orbit cou-
pling can exhibit one-dimensional topological supercon-
ductivity in the presence of a magnetic field applied par-
allel to the SN interfaces. Theoretically, the N region
under these conditions acts as a quasi-one-dimensional
topological wire bounded by trivial superconducting
walls, with Majorana zero modes at its ends [1–3]. Com-
pared to alternative nanowire platforms [4–8], planar JJs
have a new experimental knob, the phase di↵erence be-
tween bounding trivial superconductors, which can lower
the magnetic field required to observe a topological phase
transition, as reported in recent experiments in Al/InAs
[9, 10], Al/HgTe [11] and NbTiN/InSb [12].

Previous studies on related structures [9] demonstrated
the formation of a zero-bias conductance peak (ZBCP)
at one end of an Al/InAs planar JJ device. The parallel
magnetic field, Bk, at which the ZBCP first appeared
depended on the phase di↵erence, �, across the junction,
first appearing at � ⇠ ⇡, as expected for a topological
phase transition [1, 2]. A related e↵ect was reported by
Ren et al. [11], who found that the ZBCP appears in
a diamond-shaped region in the �–Bk plane. Ke et al.
observed an expected minimum of critical current at a
gate-voltage dependent value of Bk [12]. Dartiailh et al.
reported a similar signature and additionally detected a ⇡
phase shift of the current-phase relation associated with
revival of the supercurrent [10].

Here, we extend our previous investigation of topologi-

cal superconductivity in planar JJs [9] using an improved
design that helps preserve the hard superconducting gap
in the leads in the presence of Bk, allowing wide leads [3].
The junction is embedded in a superconducting loop, al-
lowing controlled biasing of � using externally applied
flux, and the junction region can now be probed at both
ends via tunnelling spectroscopy using quantum point
contacts (QPCs). In tuned ranges of junction gate volt-
age, we observe a closing and reopening of the supercon-
ducting gap with increasing Bk, along with a concurrent
appearance of a ZBCP at one or both ends of the junc-
tion. The gap reopening and the appearance of a ZBCP
both depend on � and remain concurrent when � is mod-
ulated by flux.

To test our interpretation of these observations in
terms of a topological phase transition, we investigate
a simple model of the system that includes spin-orbit
coupling as well as both Zeeman and orbital e↵ects of
the in-plane magnetic field. The orbital e↵ect is due to
the finite thickness of the Al-InAs heterostructure stack.
As discussed below (see Supplementary Material: Meth-
ods, Fig. S2a, and Fig. S11), for realistic parameters, the
model exhibits a topological phase for ⇠ 10% of param-
eter space examined, showing many features observed in
the experiment. The model also shows non-topological
near-closings of the gap. In the experiment, a similar
fraction, around 10%, of junction gate voltages showed a
ZBCP following the gap reopening.

Planar JJ devices were fabricated using an InAs-based
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A growing body of work suggests that planar Josephson junctions fabricated using supercon-
ducting hybrid materials provide a highly controllable route toward one-dimensional topological
superconductivity. Among the experimental controls are in-plane magnetic field, phase di↵erence
across the junction, and carrier density set by electrostatic gate voltages. Here, we investigate pla-
nar Josephson junctions with an improved design based on an epitaxial InAs/Al heterostructure,
embedded in a superconducting loop, probed with integrated quantum point contacts (QPCs) at
both ends of the junction. For particular ranges of in-plane field and gate voltages, a closing and
reopening of the superconducting gap is observed, along with a zero-bias conductance peak (ZBCP)
that appears upon reopening of the gap. Consistency with a simple theoretical model supports
the interpretation of a topological phase transition. While gap closings and reopenings generally
occurred together at the two ends of the junction, the height, shape, and even presence of ZBCPs
typically di↵ered between the ends, presumably due to disorder and variation of couplings to local
probes.

Planar superconductor-normal-superconductor (SNS)
Josephson junctions (JJs) with su�cient spin-orbit cou-
pling can exhibit one-dimensional topological supercon-
ductivity in the presence of a magnetic field applied par-
allel to the SN interfaces. Theoretically, the N region
under these conditions acts as a quasi-one-dimensional
topological wire bounded by trivial superconducting
walls, with Majorana zero modes at its ends [1–3]. Com-
pared to alternative nanowire platforms [4–8], planar JJs
have a new experimental knob, the phase di↵erence be-
tween bounding trivial superconductors, which can lower
the magnetic field required to observe a topological phase
transition, as reported in recent experiments in Al/InAs
[9, 10], Al/HgTe [11] and NbTiN/InSb [12].

Previous studies on related structures [9] demonstrated
the formation of a zero-bias conductance peak (ZBCP)
at one end of an Al/InAs planar JJ device. The parallel
magnetic field, Bk, at which the ZBCP first appeared
depended on the phase di↵erence, �, across the junction,
first appearing at � ⇠ ⇡, as expected for a topological
phase transition [1, 2]. A related e↵ect was reported by
Ren et al. [11], who found that the ZBCP appears in
a diamond-shaped region in the �–Bk plane. Ke et al.
observed an expected minimum of critical current at a
gate-voltage dependent value of Bk [12]. Dartiailh et al.
reported a similar signature and additionally detected a ⇡
phase shift of the current-phase relation associated with
revival of the supercurrent [10].

Here, we extend our previous investigation of topologi-

cal superconductivity in planar JJs [9] using an improved
design that helps preserve the hard superconducting gap
in the leads in the presence of Bk, allowing wide leads [3].
The junction is embedded in a superconducting loop, al-
lowing controlled biasing of � using externally applied
flux, and the junction region can now be probed at both
ends via tunnelling spectroscopy using quantum point
contacts (QPCs). In tuned ranges of junction gate volt-
age, we observe a closing and reopening of the supercon-
ducting gap with increasing Bk, along with a concurrent
appearance of a ZBCP at one or both ends of the junc-
tion. The gap reopening and the appearance of a ZBCP
both depend on � and remain concurrent when � is mod-
ulated by flux.

To test our interpretation of these observations in
terms of a topological phase transition, we investigate
a simple model of the system that includes spin-orbit
coupling as well as both Zeeman and orbital e↵ects of
the in-plane magnetic field. The orbital e↵ect is due to
the finite thickness of the Al-InAs heterostructure stack.
As discussed below (see Supplementary Material: Meth-
ods, Fig. S2a, and Fig. S11), for realistic parameters, the
model exhibits a topological phase for ⇠ 10% of param-
eter space examined, showing many features observed in
the experiment. The model also shows non-topological
near-closings of the gap. In the experiment, a similar
fraction, around 10%, of junction gate voltages showed a
ZBCP following the gap reopening.

Planar JJ devices were fabricated using an InAs-based
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FIG. S6. Device 1: Reopening of the gap as a function of chemical potential. Di↵erential conductance measured as
a function of V1 at di↵erent values of in-plane magnetic field. (a) Bk = 0.18 T, the spectrum is fully gapped with no low-energy
states. (b) Bk = 0.21 T, the spectrum becomes gapless. (c) Bk = 0.26 T, the gap reopens with sub-gap state formation near
zero energy. (d) Bk = 0.32 T, the spectrum is fully gapped with a stable zero-bias conductance peak. We also evaluate the field
dependence of the spectrum at di↵erent values of V1. Di↵erential conductance measured as a function of in-plane magnetic
field and � = 0 at (e) V1 = 70 mV, the gap reopens without the formation of a zero-energy state (f) 75 mV, and (g) 87 mV.
The zero-energy state exhibits oscillatory splitting behavior that is reminiscent of field-dependent hybridization of Majorana
zero modes in a finite-length 1D topological superconductor [27].
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A growing body of work suggests that planar Josephson junctions fabricated using supercon-
ducting hybrid materials provide a highly controllable route toward one-dimensional topological
superconductivity. Among the experimental controls are in-plane magnetic field, phase di↵erence
across the junction, and carrier density set by electrostatic gate voltages. Here, we investigate pla-
nar Josephson junctions with an improved design based on an epitaxial InAs/Al heterostructure,
embedded in a superconducting loop, probed with integrated quantum point contacts (QPCs) at
both ends of the junction. For particular ranges of in-plane field and gate voltages, a closing and
reopening of the superconducting gap is observed, along with a zero-bias conductance peak (ZBCP)
that appears upon reopening of the gap. Consistency with a simple theoretical model supports
the interpretation of a topological phase transition. While gap closings and reopenings generally
occurred together at the two ends of the junction, the height, shape, and even presence of ZBCPs
typically di↵ered between the ends, presumably due to disorder and variation of couplings to local
probes.

Planar superconductor-normal-superconductor (SNS)
Josephson junctions (JJs) with su�cient spin-orbit cou-
pling can exhibit one-dimensional topological supercon-
ductivity in the presence of a magnetic field applied par-
allel to the SN interfaces. Theoretically, the N region
under these conditions acts as a quasi-one-dimensional
topological wire bounded by trivial superconducting
walls, with Majorana zero modes at its ends [1–3]. Com-
pared to alternative nanowire platforms [4–8], planar JJs
have a new experimental knob, the phase di↵erence be-
tween bounding trivial superconductors, which can lower
the magnetic field required to observe a topological phase
transition, as reported in recent experiments in Al/InAs
[9, 10], Al/HgTe [11] and NbTiN/InSb [12].

Previous studies on related structures [9] demonstrated
the formation of a zero-bias conductance peak (ZBCP)
at one end of an Al/InAs planar JJ device. The parallel
magnetic field, Bk, at which the ZBCP first appeared
depended on the phase di↵erence, �, across the junction,
first appearing at � ⇠ ⇡, as expected for a topological
phase transition [1, 2]. A related e↵ect was reported by
Ren et al. [11], who found that the ZBCP appears in
a diamond-shaped region in the �–Bk plane. Ke et al.
observed an expected minimum of critical current at a
gate-voltage dependent value of Bk [12]. Dartiailh et al.
reported a similar signature and additionally detected a ⇡
phase shift of the current-phase relation associated with
revival of the supercurrent [10].

Here, we extend our previous investigation of topologi-

cal superconductivity in planar JJs [9] using an improved
design that helps preserve the hard superconducting gap
in the leads in the presence of Bk, allowing wide leads [3].
The junction is embedded in a superconducting loop, al-
lowing controlled biasing of � using externally applied
flux, and the junction region can now be probed at both
ends via tunnelling spectroscopy using quantum point
contacts (QPCs). In tuned ranges of junction gate volt-
age, we observe a closing and reopening of the supercon-
ducting gap with increasing Bk, along with a concurrent
appearance of a ZBCP at one or both ends of the junc-
tion. The gap reopening and the appearance of a ZBCP
both depend on � and remain concurrent when � is mod-
ulated by flux.

To test our interpretation of these observations in
terms of a topological phase transition, we investigate
a simple model of the system that includes spin-orbit
coupling as well as both Zeeman and orbital e↵ects of
the in-plane magnetic field. The orbital e↵ect is due to
the finite thickness of the Al-InAs heterostructure stack.
As discussed below (see Supplementary Material: Meth-
ods, Fig. S2a, and Fig. S11), for realistic parameters, the
model exhibits a topological phase for ⇠ 10% of param-
eter space examined, showing many features observed in
the experiment. The model also shows non-topological
near-closings of the gap. In the experiment, a similar
fraction, around 10%, of junction gate voltages showed a
ZBCP following the gap reopening.

Planar JJ devices were fabricated using an InAs-based
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A growing body of work suggests that planar Josephson junctions fabricated using supercon-
ducting hybrid materials provide a highly controllable route toward one-dimensional topological
superconductivity. Among the experimental controls are in-plane magnetic field, phase di↵erence
across the junction, and carrier density set by electrostatic gate voltages. Here, we investigate pla-
nar Josephson junctions with an improved design based on an epitaxial InAs/Al heterostructure,
embedded in a superconducting loop, probed with integrated quantum point contacts (QPCs) at
both ends of the junction. For particular ranges of in-plane field and gate voltages, a closing and
reopening of the superconducting gap is observed, along with a zero-bias conductance peak (ZBCP)
that appears upon reopening of the gap. Consistency with a simple theoretical model supports
the interpretation of a topological phase transition. While gap closings and reopenings generally
occurred together at the two ends of the junction, the height, shape, and even presence of ZBCPs
typically di↵ered between the ends, presumably due to disorder and variation of couplings to local
probes.
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allel to the SN interfaces. Theoretically, the N region
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at one end of an Al/InAs planar JJ device. The parallel
magnetic field, Bk, at which the ZBCP first appeared
depended on the phase di↵erence, �, across the junction,
first appearing at � ⇠ ⇡, as expected for a topological
phase transition [1, 2]. A related e↵ect was reported by
Ren et al. [11], who found that the ZBCP appears in
a diamond-shaped region in the �–Bk plane. Ke et al.
observed an expected minimum of critical current at a
gate-voltage dependent value of Bk [12]. Dartiailh et al.
reported a similar signature and additionally detected a ⇡
phase shift of the current-phase relation associated with
revival of the supercurrent [10].

Here, we extend our previous investigation of topologi-

cal superconductivity in planar JJs [9] using an improved
design that helps preserve the hard superconducting gap
in the leads in the presence of Bk, allowing wide leads [3].
The junction is embedded in a superconducting loop, al-
lowing controlled biasing of � using externally applied
flux, and the junction region can now be probed at both
ends via tunnelling spectroscopy using quantum point
contacts (QPCs). In tuned ranges of junction gate volt-
age, we observe a closing and reopening of the supercon-
ducting gap with increasing Bk, along with a concurrent
appearance of a ZBCP at one or both ends of the junc-
tion. The gap reopening and the appearance of a ZBCP
both depend on � and remain concurrent when � is mod-
ulated by flux.

To test our interpretation of these observations in
terms of a topological phase transition, we investigate
a simple model of the system that includes spin-orbit
coupling as well as both Zeeman and orbital e↵ects of
the in-plane magnetic field. The orbital e↵ect is due to
the finite thickness of the Al-InAs heterostructure stack.
As discussed below (see Supplementary Material: Meth-
ods, Fig. S2a, and Fig. S11), for realistic parameters, the
model exhibits a topological phase for ⇠ 10% of param-
eter space examined, showing many features observed in
the experiment. The model also shows non-topological
near-closings of the gap. In the experiment, a similar
fraction, around 10%, of junction gate voltages showed a
ZBCP following the gap reopening.

Planar JJ devices were fabricated using an InAs-based
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FIG. S2. Theoretical phase diagrams and spectra. (a) Topological phase diagram in the plane of the parallel magnetic
field Bk and the chemical potential µN in the normal region (at � = 0). The colors indicate the topological invariant Q, which
is +1 (�1) for the trivial (topological) phase, multiplied by the energy gap. The diagram exhibits appreciable topological
regions starting near Bk ⇠ 0.2 T. Near closings of the gap at Bk ⇠ 0.2 T are almost independent of µN. These are not k = 0
gap closings and are thus not related to a class-D topological phase transition [30, 31]. (b) Topological phase diagram in the
Bk–� plane (at µN = 3.3 meV), showing that as a function of Bk, the system can support a topological phase for all, none,
or some values of �. The spectra of finite junctions are shown for (c) µN = 0.9 meV, (d) µN = 3.3 meV, (e) µN = 7.8 meV,
(f) µN = 1.5 meV. While (c)–(e) correspond to the three topological regions shown in (a), and therefore support Majorana zero
modes (red), the spectrum in (f) does not undergo a topological transition; instead, the gap nearly closes around Bk ⇠ 0.2 T
and then reopens without a zero-energy state.
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Andreev rectifier: A nonlocal conductance signature of topological phase transitions
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The proximity effect in hybrid superconductor-semiconductor structures, crucial for realizing Majorana edge
modes, is complicated to control due to its dependence on many unknown microscopic parameters. In addition,
defects can spoil the induced superconductivity locally in the proximitized system, which complicates measuring
global properties with a local probe. We show how to use the nonlocal conductance between two spatially separated
leads to probe three global properties of a proximitized system: the bulk superconducting gap, the induced gap,
and the induced coherence length. Unlike local conductance spectroscopy, nonlocal conductance measurements
distinguish between nontopological zero-energy modes localized around potential inhomogeneities, and true
Majorana edge modes that emerge in the topological phase. In addition, we find that the nonlocal conductance is
an odd function of bias at the topological phase transition, acting as a current rectifier in the low-bias limit. More
generally, we identify conditions for crossed Andreev reflection to dominate the nonlocal conductance and show
how to design a Cooper pair splitter in the open regime.

DOI: 10.1103/PhysRevB.97.045421

I. INTRODUCTION

The superconducting proximity effect occurs when a normal
material (metal) is placed in contact with a superconductor.
The resulting transfer of superconducting properties to the
normal material [1,2] makes it possible to explore induced
superconductivity in a range of materials that are not intrinsi-
cally superconducting, for example, in ferromagnetic metals
[3–5] and in graphene [6–8]. Another recent application of the
proximity effect is the creation of the Majorana quasiparticle
[9–11], which is a candidate for the realization of topological
quantum computation [12], and a focus of research efforts in
recent years [13–15].

The proximity effect is due to the Andreev reflection
of quasiparticles at the interface with the superconductor
[2], which forms correlated electron-hole pairs that induce
superconductivity in the normal material. This makes the prox-
imity effect in real systems sensitive to microscopic interface
properties, such as coupling strength, charge accumulation,
and lattice mismatch [16,17]. Spatial inhomogeneities in the
proximitized system, such as charge defects, may furthermore
spoil the induced correlations locally. In a typical proximity
setup, the superconductor proximitizes an extended region of
a normal material, as shown in Fig. 1. A normal lead attached to
one of the ends of the proximitized region probes the response
to an applied voltage. When the coupling between the lead
and the proximitized region is weak, the lead functions as a
tunnel probe of the density of states in the latter. Since induced
superconductivity may be inhomogeneous, and Andreev re-
flection happens locally, such an experiment only probes the

*torosdahl@gmail.com
†adriaanvuik@gmail.com

region in the direct vicinity of the normal lead, and not the
overall properties of the proximitized region. For example,
if the electrostatic potential is inhomogeneous, it may create
accidental low-energy modes that are nearly indistinguishable
from Majoranas [18–23].

We show how the nonlocal response between two spatially
separated normal leads (see Fig. 1) may be used to probe both
the bulk superconducting gap ! and the induced gap !ind, as
well as the induced coherence length ξ . At subgap energies,
quasiparticles propagate as evanescent waves with the decay
length ξ in the proximitized system. This suppresses the non-
local response with increasing separation L between the two
normal leads [24–26]. Therefore, the length dependence of
the nonlocal conductance measures when two ends of a prox-
imitized system are effectively decoupled. When L/ξ ! 1,
the nonlocal conductance is only possible in the energy window
between the bulk superconducting gap ! and the induced
gap !ind. The sensitivity to an induced gap allows one to
use nonlocal conductance to distinguish between an induced
gap closing and an Andreev level crossing at zero energy. In
contrast, a local measurement may produce a similar result in
both cases.

Two processes constitute the nonlocal response: direct
electron transfer between the normal leads, and the crossed
Andreev reflection (CAR) of an electron from one lead into
a hole in the second lead [27,28]. Experimental [29–31] and
theoretical [32–37] studies of CAR-dominated signals aim at
producing a Cooper pair splitter [38–40], which has potential
applications in quantum information processing. We show that
applying a Zeeman field in the proximitized system creates
wide regions in parameter space where CAR dominates the
nonlocal response. Furthermore, we demonstrate how to obtain
a CAR-dominated signal in the absence of a Zeeman field in
the low-doping regime. Finally, we prove that at the topological
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FIG. 1. A superconductor (yellow) proximitizes a semiconduct-
ing region (transparent) from the side. Narrow gates control the
coupling of the proximitized scattering region with the leads, and
a wider gate controls the chemical potential. An incoming electron
from the left (red dot) undergoes either a local process, i.e., Andreev
reflection into a hole (blue outgoing dot to the left) or normal reflection
(not shown), or a nonlocal process (outgoing electron or hole to the
right).

phase transition and with L/ξ ! 1, the nonlocal conductance
is an approximately odd function of bias. This phenomenon
only relies on particle-hole symmetry and hence manifests in
both clean and disordered junctions. Therefore, a proximitized
system coupled to normal leads acts as a rectifier of the applied
voltage bias universally at the topological phase transition.

Our method is based on probing the bulk topological
phase transition in Majorana devices, instead of the Majoranas
themselves. Several other works propose different methods to
probe the bulk instead of the edge states in one-dimensional
topological superconductors. Quantized thermal conductance
and electrical shot-noise measurements are predicted signa-
tures of a bulk topological phase transition [41], and here we
present a different route based on straightforward electrical
conduction measurements in already available experimental
systems. Further work predicts bulk signatures of a topological
phase transition in the difference between the local Andreev
conductances at each end of the proximitized region [42], or
in the spin projection of bulk bands along the magnetic field
direction [43]. In addition to probing the bulk topological phase
transition, our proposed method allows one to probe a number
of relevant physical parameters, and can be implemented in
ongoing experiments, providing a technique to use in the hunt
for Majoranas.

This paper is organized as follows. In Sec. II, we give an
overview of our model and discuss the relevant energy and
length scales. In Sec. III, we study how nonlocal conductance
measures superconductor characteristics. We investigate the
effects of a Zeeman field in homogeneous and inhomogeneous
systems in Sec. IV. In Sec. V we consider the possible
application of the proximitized system as a Cooper pair splitter.
We finish with a summary and discussion of our results in
Sec. VI.

II. MODEL AND PHYSICAL PICTURE

We consider a three-terminal device sketched in Fig. 2,
with a normal central region of lateral length L and width W

FIG. 2. Top: Schematic drawing of the device. A central region
of length L and width W is connected from the sides to two normal
leads N1 (left) and N2 (right) of width WL, and from the top to one
superconducting lead (SC) of width L. Superimposed is an example
of the central region charge density, which oscillates between positive
(red) and negative (blue). Bottom: Illustrations of possible scattering
processes in energy space in the limit L ! ξ . A quasiparticle, with
energy below the induced gap, |E| < "ind, is reflected back into the
source lead. A quasiparticle at "ind < |E| < " is transmitted to the
right lead, either as an electron (normal transmission) or as a hole
(crossed Andreev reflection). At energies exceeding the bulk gap,
|E| > ", the superconducting lead absorbs incoming quasiparticles.

separating two normal leads of width WL. The device has a
grounded superconducting lead of width L attached to the
central region perpendicularly to the other two leads. This
geometry models the proximity effect of a lateral supercon-
ductor on a slab of normal material, with normal leads probing
the transport properties, and is therefore relevant both for
heterostructures based on nanowires and quantum wells.

We model the hybrid system using the Bogoliubov–de
Gennes Hamiltonian. For a semiconductor electron band with
effective mass m∗ and Rashba spin-orbit interaction (SOI) with
strength α, it reads

H =
(

p2
x + p2

y

2m∗ − µ

)

τz + "(y)τx

+α

h̄
(pyσx − pxσy)τz + EZ(y)σx, (1)

with px,y = −ih̄∂x,y , µ the equilibrium chemical potential,
and EZ the Zeeman energy due to an in-plane magnetic field
parallel to the interface between the central region and the
superconductor. We assume a constant s-wave pairing potential
that is nonzero only in the superconductor, "(y) = "θ (y −
W ) with θ (y) a step function, and choose " to be real since
only one superconductor is present. We neglect the g factor in
the superconductor since it is much smaller than in the adjacent
semiconductor, such that EZ(y) = EZθ (W − y), and our con-
clusions are not affected by this choice. The Pauli matrices σi

045421-2

ANDREEV RECTIFIER: A NONLOCAL CONDUCTANCE … PHYSICAL REVIEW B 97, 045421 (2018)

−1

0

1

E
/∆ (a)

V0 = 0 V

−1

0

1

E
/∆ (c)

0 2 4 6 8
EZ/δ

−1

0

1

E
/∆ (e)

(b)

V0 = −4.5 mV

(d)

0

0.2

0.4

G
11

[e
2 /

h
]

0 2 4 6 8
EZ/δ

(f)

−0.2

0

0.2

G
21

[e
2 /

h
]

FIG. 9. (a, b) Spectrum, (c, d) local conductance G11, and
(e, f) nonlocal conductance G21 of a system without potential varia-
tions (left-hand column) and a system with a long-range Gaussian
potential of amplitude V0 = −4.5 mV (right-hand column). The
orange region in (a) and (b) denotes the topological phase, and yellow
the trivial phase with a state around zero energy. G11 is calculated
in the presence of two tunnel barriers at both wire ends, G21 in
the single-mode regime. The color scale is saturated for clarity.
For the potential inhomogeneity, we set V0 = −4.5 meV, x0 = L/2,
y0 = W/2, dx = L/5, and dy = 2W/3.

conductance is not a sufficient sign of a topological phase
transition.

On the other hand, nonlocal conductance has a much
clearer signature of the topological transition than the local
conductance. To demonstrate this, in Figs. 9(e) and 9(f) we
show the nonlocal conductance as a function of bias and
Zeeman energy. For both the homogeneous case and the
inhomogeneous case, the appearance of nonlocal conductance
around E = 0 coincides with the change of the topological
invariant. In other words, the appearance of finite nonlocal
conductance around E = 0 implies a global closing of the
induced gap. Additionally, the nonlocal conductance shows
rectifying behavior around E = 0 at the gap closing. These two
features of the nonlocal conductance are strong evidence of a
topological phase transition. Therefore, due to its insensitivity
to spatial inhomogeneities in the potential and the additional
feature of Andreev rectification, nonlocal conductance is a
more reliable measure of a topological phase transition.

V. COOPER PAIR SPLITTER

A negative nonlocal conductance, dominated by CAR, is
of fundamental interest, since the proximitized system then
functions as a Cooper pair splitter [38–40,59,60]. In Sec. III,
we observed that the nonlocal conductance in clean systems
at zero magnetic field is generally positive, and a CAR-
dominated signal (G21 < 0) is rare. The reason for this is shown

FIG. 10. Schematic of the quasiparticle transport properties from
the normal lead N1 to the lead N2 through the proximitized region.
Quasiparticles transferring to a neighboring region (solid black
arrows) predominantly preserve the quasiparticle type: electronlike
(red dots) or holelike (blue dots). Andreev reflection (green vertical
arrows) changes the quasiparticle type and the direction of propaga-
tion (grey arrows). Disorder scattering (black dotted arrow) changes
the propagation direction. Finally, if no quasiparticles of the same type
are available, quasiparticle transmission between regions may also
result in the change of the quasiparticle type (black dashed arrow).

schematically in Fig. 10: an electron entering the proximitized
region usually converts into an electronlike quasiparticle.
Andreev reflection changes both the quasiparticle charge and
velocity, so that the resulting holelike quasiparticle returns to
the source. Therefore, under normal circumstances Andreev
reflection alone is insufficient to generate a negative nonlocal
current.

Despite that G21 stays predominantly positive in clean
systems, in Sec. IV we found that a magnetic field can make the
nonlocal conductance negative in large regions of parameter
space. We identify these regions with the presence of only
holelike bands in the proximitized region at the relevant energy,
as shown in Fig. 10. If only holelike states are present in the
proximitized region, the incoming electron may only convert
into a right-moving holelike quasiparticle, which in turn con-
verts predominantly into a hole when exiting the proximitized
region. To confirm this argument, we compare the energy
ranges where only holelike quasiparticles are present with the
regions of negative G21. Our results are shown in Fig. 11, and
they exhibit a very good agreement. Since the only required
property to get a negative nonlocal conductance is a holelike
dispersion relation, this phenomenon does not require SOI, or
even a Zeeman field. Indeed, our calculations (not shown here)
reveal that it is possible to extend the energy ranges over which
CAR dominates by filtering the nonlocal conductance by spin,
e.g., by using magnetically polarized contacts [27].

It is possible to systematically obtain a negative nonlocal
conductance in the low-doping regime without using a Zeeman
field if ! > !ind. This is shown in Figs. 11(c) and 11(d),
where we have also neglected SOI for simplicity. By choosing
µ comparable to the band offset of the lowest mode in the
proximitized channel, at negative energies we obtain an energy
range in which the band structure is only holelike [Fig. 11(c)].
However, the small µ implies that no electron modes are
active in the normal leads in this energy range. To observe
negative nonlocal conductance here, it is therefore necessary
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conductance is not a sufficient sign of a topological phase
transition.

On the other hand, nonlocal conductance has a much
clearer signature of the topological transition than the local
conductance. To demonstrate this, in Figs. 9(e) and 9(f) we
show the nonlocal conductance as a function of bias and
Zeeman energy. For both the homogeneous case and the
inhomogeneous case, the appearance of nonlocal conductance
around E = 0 coincides with the change of the topological
invariant. In other words, the appearance of finite nonlocal
conductance around E = 0 implies a global closing of the
induced gap. Additionally, the nonlocal conductance shows
rectifying behavior around E = 0 at the gap closing. These two
features of the nonlocal conductance are strong evidence of a
topological phase transition. Therefore, due to its insensitivity
to spatial inhomogeneities in the potential and the additional
feature of Andreev rectification, nonlocal conductance is a
more reliable measure of a topological phase transition.

V. COOPER PAIR SPLITTER

A negative nonlocal conductance, dominated by CAR, is
of fundamental interest, since the proximitized system then
functions as a Cooper pair splitter [38–40,59,60]. In Sec. III,
we observed that the nonlocal conductance in clean systems
at zero magnetic field is generally positive, and a CAR-
dominated signal (G21 < 0) is rare. The reason for this is shown

FIG. 10. Schematic of the quasiparticle transport properties from
the normal lead N1 to the lead N2 through the proximitized region.
Quasiparticles transferring to a neighboring region (solid black
arrows) predominantly preserve the quasiparticle type: electronlike
(red dots) or holelike (blue dots). Andreev reflection (green vertical
arrows) changes the quasiparticle type and the direction of propaga-
tion (grey arrows). Disorder scattering (black dotted arrow) changes
the propagation direction. Finally, if no quasiparticles of the same type
are available, quasiparticle transmission between regions may also
result in the change of the quasiparticle type (black dashed arrow).

schematically in Fig. 10: an electron entering the proximitized
region usually converts into an electronlike quasiparticle.
Andreev reflection changes both the quasiparticle charge and
velocity, so that the resulting holelike quasiparticle returns to
the source. Therefore, under normal circumstances Andreev
reflection alone is insufficient to generate a negative nonlocal
current.

Despite that G21 stays predominantly positive in clean
systems, in Sec. IV we found that a magnetic field can make the
nonlocal conductance negative in large regions of parameter
space. We identify these regions with the presence of only
holelike bands in the proximitized region at the relevant energy,
as shown in Fig. 10. If only holelike states are present in the
proximitized region, the incoming electron may only convert
into a right-moving holelike quasiparticle, which in turn con-
verts predominantly into a hole when exiting the proximitized
region. To confirm this argument, we compare the energy
ranges where only holelike quasiparticles are present with the
regions of negative G21. Our results are shown in Fig. 11, and
they exhibit a very good agreement. Since the only required
property to get a negative nonlocal conductance is a holelike
dispersion relation, this phenomenon does not require SOI, or
even a Zeeman field. Indeed, our calculations (not shown here)
reveal that it is possible to extend the energy ranges over which
CAR dominates by filtering the nonlocal conductance by spin,
e.g., by using magnetically polarized contacts [27].

It is possible to systematically obtain a negative nonlocal
conductance in the low-doping regime without using a Zeeman
field if ! > !ind. This is shown in Figs. 11(c) and 11(d),
where we have also neglected SOI for simplicity. By choosing
µ comparable to the band offset of the lowest mode in the
proximitized channel, at negative energies we obtain an energy
range in which the band structure is only holelike [Fig. 11(c)].
However, the small µ implies that no electron modes are
active in the normal leads in this energy range. To observe
negative nonlocal conductance here, it is therefore necessary
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FIG. 9. (a, b) Spectrum, (c, d) local conductance G11, and
(e, f) nonlocal conductance G21 of a system without potential varia-
tions (left-hand column) and a system with a long-range Gaussian
potential of amplitude V0 = −4.5 mV (right-hand column). The
orange region in (a) and (b) denotes the topological phase, and yellow
the trivial phase with a state around zero energy. G11 is calculated
in the presence of two tunnel barriers at both wire ends, G21 in
the single-mode regime. The color scale is saturated for clarity.
For the potential inhomogeneity, we set V0 = −4.5 meV, x0 = L/2,
y0 = W/2, dx = L/5, and dy = 2W/3.

conductance is not a sufficient sign of a topological phase
transition.

On the other hand, nonlocal conductance has a much
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FIG. 10. Schematic of the quasiparticle transport properties from
the normal lead N1 to the lead N2 through the proximitized region.
Quasiparticles transferring to a neighboring region (solid black
arrows) predominantly preserve the quasiparticle type: electronlike
(red dots) or holelike (blue dots). Andreev reflection (green vertical
arrows) changes the quasiparticle type and the direction of propaga-
tion (grey arrows). Disorder scattering (black dotted arrow) changes
the propagation direction. Finally, if no quasiparticles of the same type
are available, quasiparticle transmission between regions may also
result in the change of the quasiparticle type (black dashed arrow).
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as shown in Fig. 10. If only holelike states are present in the
proximitized region, the incoming electron may only convert
into a right-moving holelike quasiparticle, which in turn con-
verts predominantly into a hole when exiting the proximitized
region. To confirm this argument, we compare the energy
ranges where only holelike quasiparticles are present with the
regions of negative G21. Our results are shown in Fig. 11, and
they exhibit a very good agreement. Since the only required
property to get a negative nonlocal conductance is a holelike
dispersion relation, this phenomenon does not require SOI, or
even a Zeeman field. Indeed, our calculations (not shown here)
reveal that it is possible to extend the energy ranges over which
CAR dominates by filtering the nonlocal conductance by spin,
e.g., by using magnetically polarized contacts [27].

It is possible to systematically obtain a negative nonlocal
conductance in the low-doping regime without using a Zeeman
field if ! > !ind. This is shown in Figs. 11(c) and 11(d),
where we have also neglected SOI for simplicity. By choosing
µ comparable to the band offset of the lowest mode in the
proximitized channel, at negative energies we obtain an energy
range in which the band structure is only holelike [Fig. 11(c)].
However, the small µ implies that no electron modes are
active in the normal leads in this energy range. To observe
negative nonlocal conductance here, it is therefore necessary
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Tunneling spectroscopy is a well-established tool for
studying normal metal-superconductor (NS) hybrid sys-
tems. In the context of topological superconductors, tun-
neling spectroscopy is widely used in attempts to identify
Majorana bound states (MBSs) [1–7], the prediction being
that a single isolated Majorana mode should yield a zero-
bias peak that is quantized to a conductance of 2e2=h
for temperatures much below the scale of the tunneling
broadening [8–10]. For overlapping Majorana states, the
overlap gives distinct features in the two-probe conduct-
ance [4,10–16].
While standard two-probe tunneling spectroscopy, with

one normal and one grounded superconducting probe, can
provide information about the subgap spectrum, it also has
a severe limitation in that the interpretation of the data is
ambiguous in the context of Majorana wires: Local
Andreev states or so-called quasi-MBSs can give signatures
that strongly resemble those of a truly topological zero
mode [17–21]. The reason for this is essentially that one
local probe cannot, on general grounds, confirm the true
nonlocal nature of the MBS.
With the limitations of such a two-probe measurement, it

is natural to investigate other types of finite-bias spectros-
copy to access the nonlocal properties of the subgap states.
One approach is to use Coulomb-blockaded Majorana
islands, where two normal probes are connected to the
ends of the island and the proximitizing superconductor is
floating [7,22–26]. Linear-response sequential transport is
then possible only through states that have support at
both ends of the island. The spacing between the peaks in
the zero-bias differential conductance as a function of a

gate-induced potential offset provides information about
the energy of the lowest-energy bound state on the island
[27,28]. Experiments have yielded results that could be
consistent with the presence of overlapping exponentially
localized MBSs [7,22,26] and also provided information
about the quasiparticle dynamics on the island [23,29].
However, numerical simulations showed that the observed
detailed behavior of the bound-state energy could also
indicate a significant contribution from trivial Andreev
bound states [28] and therefore the experimental observa-
tions cannot be regarded as conclusive evidence of the
presence of MBSs on the islands.
Another approach is to consider a three-terminal setup,

with two normal local probes and a grounded super-
conducting probe (e.g., such as sketched in Fig. 1)
[30,31]. Linear-response signals of three-terminal devices
were used in the context of the search for signatures of
Cooper-pair splitting [32–35], following theoretical pre-
dictions [36,37]. Further, it was recently pointed out that for
wires close to a topological transition, the nonlocal con-
ductance gives information about the induced gap, the
topological gap, as well as the coherence length [38].
In this Letter, we investigate this three-terminal setup in

detail. From quasiparticle-current conservation we derive a
symmetry relation that dictates that the antisymmetric parts
of the local and nonlocal conductance are equal for voltages
below the gap. Moreover, we show how the (experimen-
tally accessible) nonlocal conductances contain detailed
information about the electron and hole components of the
bound states in the superconducting region, or more
specifically, about the local BCS charge of the bound
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states, juðzÞj2 − jvðzÞj2, close to the two leads. When
compared with predictions from theoretical models, this
could help to differentiate in practice between, for example,
near-topological quasi-MBSs and trivial Andreev bound
states. In a parallel Letter, these findings are investigated
experimentally [39].
We first turn to the calculation of the current in the left

and right normal leads, to which voltages VL and VR are
applied, respectively. Since we are interested in using the
differential conductance to probe the subgap states, we will
focus exclusively at voltages below the gap: VL;R < Δ,
where Δ is the gap in the grounded superconducting lead;
see Fig. 1. This means that no quasiparticles are entering or
leaving through the superconducting lead.
We start by using the conservation of probability current,

corresponding to unitarity of the scattering matrix, to write
the following identities:

Re
α þ Ae

α þ Te
ᾱα þ Ae

ᾱα ¼ Nα; ð1aÞ

Re
α þ Ah

α þ Te
αᾱ þ Ah

αᾱ ¼ Nα; ð1bÞ

where Nα is the number of channels in lead α ∈ fL; Rg
(including spin), Te

ᾱα is the total transmission probability of
an electron from lead α to the opposite lead ᾱ, Ae

ᾱα is the
transmission probability of an electron in lead α to a hole in
lead ᾱ (crossed Andreev reflection), and Re

α and Ae
α denote

the probability of reflection of an incoming electron in lead
α as an electron or hole, respectively. The first equation
[Eq. (1a)] expresses the conservation of an incoming
electron in lead α, while the second equation [Eq. (1b)]
expresses that an outgoing electron in lead α must have
entered somewhere.
Defining the positive direction of a current always to be

into the central scattering region, we can write [40]

Iα ¼ − e
h

Z
∞

−∞
dωf̃αðωÞ½Nα − Re

αðωÞ þ Ae
αðωÞ&

þ e
h

Z
∞

−∞
dωf̃ᾱðωÞ½Te

αᾱðωÞ − Ae
αᾱðωÞ&; ð2Þ

where f̃αðωÞ ¼ fðωþ eVαÞ − fðωÞ, with fðωÞ ¼
1=ðeβω þ 1Þ the Fermi-Dirac distribution function (where
β ¼ 1=kBT and ω is measured relative to the equilibrium
chemical potential). This equation then allows us to derive
the elements of the differential-conductance matrix as

Gαβ ¼
dIα
dVβ

; ð3Þ

where we will make the important assumption that all
transmission and reflection coefficients do not depend on
bias voltages; i.e., the voltages only enter through the
distribution functions in the leads. In that case, all elements
Gαβ only depend on one voltage (corresponding to the
second index), so they have the form GαβðVβÞ.
The second conservation law Eq. (1b) has the interesting

consequence that the antisymmetric parts (in voltage) of
Gαα and Gαᾱ are identical. This is easy to see when adding
the two, e.g., for α ¼ L, and setting VL ¼ VR ¼ V,

GLLðVÞ þ GLRðVÞ ¼ −
e2

h

Z
∞

−∞
dωf0ðωþ eVÞHðωÞ; ð4Þ

where f0ðωÞ is the derivative of the Fermi function and

HðωÞ ¼ NL − Re
LðωÞ þ Ae

LðωÞ − Te
LRðωÞ þ Ae

LRðωÞ: ð5Þ

Now inserting NL − Re
LðωÞ from Eq. (1b), we can obtain

HðωÞ ¼ Ae
LðωÞ þ Ah

LðωÞ þ Ae
LRðωÞ þ Ah

LRðωÞ: ð6Þ

Because of the general symmetry of the Andreev reflections
AeðωÞ ¼ Ahð−ωÞ, we then see that

GLLðVÞ þGLRðVÞ ¼ GLLð−VÞ þ GLRð−VÞ: ð7Þ

Defining the symmetric and antisymmetric components of
the conductance as

Gsym=asym
αβ ðVÞ≡GαβðVÞ 'Gαβð−VÞ

2
; ð8Þ

we see that Eq. (7) implies that Gasym
LL ðVÞ ¼ −Gasym

LR ðVÞ,
which is one of the main results of the Letter, and is
illustrated in Fig. 2. We note that in an experiment GLLðVÞ
and GLRðVÞ are of course measured as functions of two
different voltages (VL and VR, respectively); only for the
special case VL ¼ VR ¼ V the relation (7) holds. A similar
relation can be derived forGRR þ GRL, and therefore, if one
adds all four elements of the conductance matrix, one gets a

FIG. 1. Layout of the device considered here. Two normal leads
are connected to a central grounded superconducting region,
where the (local) potential can be controlled by electrostatic
gates. Because no particles enter the superconductor at energies
below the gap (instead, Andreev reflection can take place), the
system is effectively a two-terminal device in terms of particle
current.
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compared with predictions from theoretical models, this
could help to differentiate in practice between, for example,
near-topological quasi-MBSs and trivial Andreev bound
states. In a parallel Letter, these findings are investigated
experimentally [39].
We first turn to the calculation of the current in the left

and right normal leads, to which voltages VL and VR are
applied, respectively. Since we are interested in using the
differential conductance to probe the subgap states, we will
focus exclusively at voltages below the gap: VL;R < Δ,
where Δ is the gap in the grounded superconducting lead;
see Fig. 1. This means that no quasiparticles are entering or
leaving through the superconducting lead.
We start by using the conservation of probability current,

corresponding to unitarity of the scattering matrix, to write
the following identities:
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(including spin), Te

ᾱα is the total transmission probability of
an electron from lead α to the opposite lead ᾱ, Ae

ᾱα is the
transmission probability of an electron in lead α to a hole in
lead ᾱ (crossed Andreev reflection), and Re

α and Ae
α denote

the probability of reflection of an incoming electron in lead
α as an electron or hole, respectively. The first equation
[Eq. (1a)] expresses the conservation of an incoming
electron in lead α, while the second equation [Eq. (1b)]
expresses that an outgoing electron in lead α must have
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Defining the positive direction of a current always to be
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dωf̃ᾱðωÞ½Te
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1=ðeβω þ 1Þ the Fermi-Dirac distribution function (where
β ¼ 1=kBT and ω is measured relative to the equilibrium
chemical potential). This equation then allows us to derive
the elements of the differential-conductance matrix as

Gαβ ¼
dIα
dVβ

; ð3Þ

where we will make the important assumption that all
transmission and reflection coefficients do not depend on
bias voltages; i.e., the voltages only enter through the
distribution functions in the leads. In that case, all elements
Gαβ only depend on one voltage (corresponding to the
second index), so they have the form GαβðVβÞ.
The second conservation law Eq. (1b) has the interesting

consequence that the antisymmetric parts (in voltage) of
Gαα and Gαᾱ are identical. This is easy to see when adding
the two, e.g., for α ¼ L, and setting VL ¼ VR ¼ V,
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Now inserting NL − Re
LðωÞ from Eq. (1b), we can obtain
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Because of the general symmetry of the Andreev reflections
AeðωÞ ¼ Ahð−ωÞ, we then see that
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we see that Eq. (7) implies that Gasym
LL ðVÞ ¼ −Gasym

LR ðVÞ,
which is one of the main results of the Letter, and is
illustrated in Fig. 2. We note that in an experiment GLLðVÞ
and GLRðVÞ are of course measured as functions of two
different voltages (VL and VR, respectively); only for the
special case VL ¼ VR ¼ V the relation (7) holds. A similar
relation can be derived forGRR þ GRL, and therefore, if one
adds all four elements of the conductance matrix, one gets a

FIG. 1. Layout of the device considered here. Two normal leads
are connected to a central grounded superconducting region,
where the (local) potential can be controlled by electrostatic
gates. Because no particles enter the superconductor at energies
below the gap (instead, Andreev reflection can take place), the
system is effectively a two-terminal device in terms of particle
current.
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conductance measurements probe the local BCS charges at
the ends of the wire. In that sense, a comparison of QR (as
found from conductance measurements) and dE0=dμ can
provide information about the degree of localization of the
bound state close to the ends of the wire: A larger
discrepancy implies more relative weight of the bound
state in the center of the wire, because that contributes to
dE0=dμ but not to QL;R [47]. This could be a valuable tool
in the search for and characterization of (quasi-)MBSs.
In conclusion, we have studied a three-terminal device

with one of the terminals being a superconducting lead and
the two other normal leads. From the general scattering
matrix of this system (for quadratic Hamiltonians), we
showed that there is a correspondence between the anti-
symmetric local and nonlocal differential conductances

below the superconducting gap. For a single (Andreev
bound state) level in the central region there is furthermore
a correspondence between nonlocal conductance and the
BCS charges of the bound state (at the terminals). This
allows for a study of the electron-hole texture of in-gap
bound states and, in particular, it offers a way to test for the
signatures characteristic for Majorana bound states with a
small overlap, namely that the BCS charge and the energy
splitting oscillates out of phase [43,48].
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conductance measurements probe the local BCS charges at
the ends of the wire. In that sense, a comparison of QR (as
found from conductance measurements) and dE0=dμ can
provide information about the degree of localization of the
bound state close to the ends of the wire: A larger
discrepancy implies more relative weight of the bound
state in the center of the wire, because that contributes to
dE0=dμ but not to QL;R [47]. This could be a valuable tool
in the search for and characterization of (quasi-)MBSs.
In conclusion, we have studied a three-terminal device

with one of the terminals being a superconducting lead and
the two other normal leads. From the general scattering
matrix of this system (for quadratic Hamiltonians), we
showed that there is a correspondence between the anti-
symmetric local and nonlocal differential conductances

below the superconducting gap. For a single (Andreev
bound state) level in the central region there is furthermore
a correspondence between nonlocal conductance and the
BCS charges of the bound state (at the terminals). This
allows for a study of the electron-hole texture of in-gap
bound states and, in particular, it offers a way to test for the
signatures characteristic for Majorana bound states with a
small overlap, namely that the BCS charge and the energy
splitting oscillates out of phase [43,48].
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FIG. 3. (a)–(d) Numerically calculated antisymmetric compo-
nent of the zero-temperature nonlocal conductance of a prox-
imitized nanowire as a function of μ at VZ ¼ 400 μeV (a),(c) and
as a function of VZ at μ ¼ 0 (b),(d). All other parameters are
given in the text. Topological phase transitions occur in (a) at
μ ≈"350 μeV and in (b) at VZ ≈ 200 μeV. (c),(d) Low-energy
enlargements inside the topological regime focusing on the
contribution of the lowest-energy bound state only. (e),(f) QR
of the lowest-energy state as it follows from Eq. (16), using the
calculated peak values of g0LR (green crosses), QR ¼ qR=nR of
the same state in the isolated wire, found from the Hamiltonian
Eq. (18) (black solid lines), and derivative of the bound-state
energy, as found from diagonalizing the Hamiltonian (gray
dashed lines).
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conductance measurements probe the local BCS charges at
the ends of the wire. In that sense, a comparison of QR (as
found from conductance measurements) and dE0=dμ can
provide information about the degree of localization of the
bound state close to the ends of the wire: A larger
discrepancy implies more relative weight of the bound
state in the center of the wire, because that contributes to
dE0=dμ but not to QL;R [47]. This could be a valuable tool
in the search for and characterization of (quasi-)MBSs.
In conclusion, we have studied a three-terminal device

with one of the terminals being a superconducting lead and
the two other normal leads. From the general scattering
matrix of this system (for quadratic Hamiltonians), we
showed that there is a correspondence between the anti-
symmetric local and nonlocal differential conductances

below the superconducting gap. For a single (Andreev
bound state) level in the central region there is furthermore
a correspondence between nonlocal conductance and the
BCS charges of the bound state (at the terminals). This
allows for a study of the electron-hole texture of in-gap
bound states and, in particular, it offers a way to test for the
signatures characteristic for Majorana bound states with a
small overlap, namely that the BCS charge and the energy
splitting oscillates out of phase [43,48].
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We present conductance-matrix measurements of a three-terminal superconductor-semiconductor hybrid
device consisting of two normal leads and one superconducting lead. Using a symmetry decomposition
of the conductance, we find that antisymmetric components of pairs of local and nonlocal conductances
qualitatively match at energies below the superconducting gap, and we compare this finding with symmetry
relations based on a noninteracting scattering matrix approach. Further, the local charge character
of Andreev bound states is extracted from the symmetry-decomposed conductance data and is found to
be similar at both ends of the device and tunable with gate voltage. Finally, we measure the conductance
matrix as a function of magnetic field and identify correlated splittings in low-energy features,
demonstrating how conductance-matrix measurements can complement traditional single-probe measure-
ments in the search for Majorana zero modes.
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Symmetry relations for quantum transport are often
connected to deep physical principles and make strong
predictions for comparison with experiment. For instance,
the Onsager-Casimir relations [1–3] arise from microscopic
reversibility and were central in early studies of quantum-
coherent transport [4–6]. Later, predicted departures from
these relations due to interaction effects [7–9], which
include bias dependence of the effective potentials, were
observed in nonlinear transport [10,11]. The introduction of
superconducting terminals results in additional symmetries,
as conductance occurs via Andreev reflection from elec-
trons to holes, and is invariant under particle-hole con-
jugation [12]. For a two-terminal normal-superconducting
device, the conductance gðVÞ is a symmetric function of
bias voltage V neglecting interaction effects. As shown in a
partner theoretical Letter, for multiterminal superconduct-
ing devices gðVÞ need not be symmetric, although a curious
relation exists between the antisymmetric components of
the local and nonlocal conductances [13]. These predictions
have, to our knowledge, not been tested.
Hybrid superconductor-semiconductor nanowire struc-

tures have recently become a topic of intense interest
[14–19], motivated in part by proposals for achieving
topological superconductivity and Majorana zero modes
(MZMs) [20,21]. In two-terminal superconductor-
semiconductor devices, observed asymmetries in the sub-
gap conductance [22] have been suggested to arise from a
dissipative fermionic reservoir, effectively acting as a third

lead [23], although, as in the normal-conducting case [3],
bias dependence of the self-consistent potential can also
cause a deviation from symmetry [24]. Multiterminal
superconducting devices are a topic of particular interest,
as they can be used for MZM [25–31], Cooper-pair splitter
[32,33], and multiterminal Josephson studies [34–38]. In
multiterminal superconducting quantum dot devices, bias
asymmetries have been observed [39] and a relationship
between nonlocal conductance and the bound-state charge
has been proposed [40,41].
In this Letter, we report a symmetry analysis of the

conductance matrix measured in a three-terminal, super-
conductor-semiconductor hybrid device. The antisymmet-
ric components for pairs of conductance-matrix elements
are found to qualitatively match at energies below the
superconducting gap, with quantitative departures that
scale with bias voltage and increase in isolated gate-voltage
regions. We use the symmetry-decomposed nonlocal con-
ductance to extract the local charge character of states
within the superconducting gap as a function of gate
voltage, discovering that the charge is approximately equal
on both sides of the device. Finally, we measure local and
nonlocal conductances at nonzero magnetic field and
identify isolated low-energy states with correlated splittings
on each end of the wire, using inferred charge as an
additional spectroscopic tool for comparison with theory.
This work provides new methods for studying the local
charge density of subgap bound states and distinguishing
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between topological and trivial states. More generally, it
provides a better understanding of the role of symmetry in
multiterminal superconducting quantum devices.
Selective area growth (SAG) of InAs nanowires [42,43]

is performed by chemical beam epitaxy (CBE) on an InP
substrate masked with silicon oxide [44]. The nanowire is
half covered by an Al film, which was deposited in situ
after CBE growth, and is selectively etched to form a
superconducting lead. The device [Fig. 1(a)] consists of
two normal Ti=Au electrodes (yellow), a central semi-
conducting region proximitized by Al (blue), a global HfOx
dielectric layer, and Ti=Au electrostatic gates (red). We
emphasize that the superconducting lead is deposited
during growth and contacted remote from the delicate
superconductor-semiconductor interface, a benefit of the
SAG approach.
Conductance is measured by applying a dc bias voltage

Vbias ¼ VRðLÞ and an ac voltage δVRðLÞ at the right (left)
terminal with two different ac excitation frequencies fR ∼
18 Hz and fL ∼ 42 Hz. The in-phase ac current δIRðLÞ
flowing to the right (left) side is measured with the middle
superconducting lead grounded. The device is tunnel
coupled to the normal leads by adjusting the two tunnel-
gate voltages to Vgr ¼ −0.485 V and Vgl ¼ −1.29 V, such
that g ≪ e2=h, which also ensures that the applied voltages
drop over the tunnel barriers. We have checked for spurious
voltage divider effects using a four-probe measurement on
a cold-grounded device, and do not find deviations from
the data presented here. The plunger gate voltage Vp is used
to tune the chemical potential of the semiconductor. All
measurements are performed at base temperature of a
dilution refrigerator.
The experimental setup allows the measurement of the

2 × 2 conductance matrix,

g ¼
!
gLL gLR
gRL gRR

"
¼

" δIL
δVL

− δIL
δVR

− δIR
δVL

δIR
δVR

#

; ð1Þ

where the sign convention is chosen for compatibility with
standard two-terminal measurements of gLR.
Figure 1(b) shows gLL as a function of VL with VR ¼ 0.

Several peaks occur symmetrically around zero bias. We
assign the two highest energy peaks to coherence peaks, a
signature of the Bardeen-Cooper-Schrieffer (BCS) density
of states in the proximitized semiconductor with an induced
gap Δ ∼ 250 μeV, in agreement with previous observation
for similar material systems [43,45]. The other peaks are
subgap states with energies E0 < Δ. Both the high-bias
conductance (VL > Δ) as well as the subgap peak heights
are asymmetric in bias [Fig. 1(b)]. The nonlocal conduct-
ance gLR, measured as a function of VR with VL ¼ 0 in
Fig. 1(c), exhibits features corresponding to the peaks in
gLL. The sign of the peak amplitudes in gRL, however,
changes with a sign change in bias, indicating a strong odd
component. The remaining conductance-matrix elements

gRR and gRL were also measured and exhibit similar
features [46].
To further explore the symmetry properties, the con-

ductance traces are decomposed into their symmetric,

gsðVbiasÞ ¼
1

2
½gðVbiasÞ þ gð−VbiasÞ&; ð2Þ

and antisymmetric,

gasðVbiasÞ ¼
1

2
½gðVbiasÞ − gð−VbiasÞ&; ð3Þ

parts. Figure 1(d) shows gasLL as a function of VL, which
bears a qualitative resemblance to gLR. In fact, gasLR, the
antisymmetric component of gLR, closely matches gasLL
[dashed line in Fig. 1(e)] for low bias, with some quanti-
tative departures observed at high bias. Reference [13]
discusses the identified symmetry relation, gasLR ¼ gasLL,
as an underlying symmetry of the scattering matrix for
Vbias < Δ. Departures from this symmetry can result from
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FIG. 1. (a) Colored scanning electron micrograph of the three-
terminal device and schematic of the measurement setup. (b) Left
side local conductance gLL as a function of left side bias voltage
VL. (c) Left side nonlocal conductance gLR as a function of right
side bias voltage VR. (d) Extracted antisymmetric component of
the local conductance gasLL with respect to VL. (e) Extracted
antisymmetric component of the nonlocal conductance gasLR with
respect to VR. The blue dashed line shows gasLL for comparison.
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for hybridized MZMs, which are chargeless at turning
points and therefore have vanishing nonlocal conductance
[13,47]. At a higher field B!! ∼ 1 T, there is a second
turning point where the nonlocal conductance is small,
consistent with the behavior expected for chargeless,
hybridized MZMs [48].
Nonlocal transport gives evidence against a

Majorana interpretation at intermediate fields (B < B!!).
Intermediate-field effects in hybrid nanowires, in particular
the possibility of quasi-Majorana modes that emerge before
the true topological transition [29,49–52], have been
discussed at length in the literature. It is, to the best of
our knowledge, an open theoretical problem to check if
quasi-Majorana modes, or other effects [53], can explain
the anomalous charge character that we have inferred

near B!. At higher fields (B > B!!), nonlocal transport
does not rule out a topological regime, but an examination
of more datasets, and longer device lengths, is required to
reach a firm conclusion.
In summary, the observed approximate symmetry rela-

tions are consistent with a noninteracting scattering picture
and justify the use of symmetry-decomposed conductance
to infer the BCS charge. At finite field, we have observed
correlated splittings of zero-bias peaks, but find that at
intermediate fields their charge character is not consistent
with a simple Majorana picture. We anticipate that mea-
surements of the local (on-diagonal) conductance, com-
bined with the insights from the nonlocal (off-diagonal)
conductance, will play an important role in substantiating
the existence of MZMs.
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We report simultaneously acquired local and nonlocal transport spectroscopy in a phase-biased
planar Josephson junction based on an epitaxial InAs/Al hybrid two-dimensional heterostructure.
Quantum point contacts at the junction ends allow measurement of the 2⇥2 matrix of local and
nonlocal tunneling conductances as a function of magnetic field along the junction, phase di↵erence
across the junction, and carrier density. A closing and reopening of a gap was observed in both
the local and nonlocal tunneling spectra as a function of magnetic field. For particular tunings
of junction density, gap reopenings were accompanied by zero-bias conductance peaks (ZBCPs) in
local conductances. End-to-end correlation of gap reopening was strong, while correlation of local
ZBCPs was weak. A simple, disorder-free model of the device shows comparable conductance matrix
behavior associated with a topological phase transition. Phase dependence helps distinguish possible
origins of the ZBCPs.

Topological materials obey a bulk-boundary corre-
spondence, establishing a connection between the topo-
logical index of the bulk and the number of boundary
modes [1, 2]. In one-dimensional topological supercon-
ductors (1D-TSCs) [3, 4], these considerations imply that
the bulk modes undergo a characteristic closing and re-
opening of the superconducting gap whenever the system
is driven through a topological phase transition. In this
situation, the gap reopening is connected to the appear-
ance of zero-energy Majorana modes at the two ends [5–
8]. Several experimental works have reported zero-bias
conductance peaks (ZBCPs) at the ends of wires or 1D
structures, identified as signatures of 1D-TSCs [9–15].
However, in most of these cases, though not all [16, 17],
an associated gap closing and reopening was not observed
in tunneling conductance.

An emerging method that allows simultaneous obser-
vation of end modes and bulk gap behavior is nonlocal
spectroscopy, where measurement of the tunneling cur-
rent between the ends of a device provides information
about the bulk [18]. This technique requires a three-
terminal (3T) configuration, and has been theoretically
explored for nanowires [18–22]. Nonlocal transport ex-
periments, also in nanowires, were used to probe sym-
metries of the conductance matrix arising from current
conservation and measure the local charge of Andreev
bound states [20, 23]. Experiments in short nanowire seg-
ments identified end-to-end correlation between extended
Andreev bound states [24]. In long nanowire segments,
local conductance showed ZBCPs while the gap in the
nonlocal spectrum remained closed [25], suggesting non-
topological ZBCPs arising from strong disorder [26–30].
These experiments demonstrated the importance of com-

bining local and nonlocal transport to di↵erentiate trivial
and potentially topological ZBCPs.

Planar Josephson junctions (PJJs) of superconductor-
semiconductor hybrids have recently emerged as a
promising alternative platform for topological supercon-
ductivity, providing several knobs that can control a pos-
sible topological superconducting phase, including, no-
tably, the novel control parameter of the phase di↵erence
across the junction [15, 31–37].

In this Letter, we extend previous work [17] by investi-
gating nonlocal conductance spectroscopy, measured si-
multaneously with local spectroscopy, on a 3T PJJ device
with quantum point contacts (QPCs) at both ends, mea-
sured as a function of in-plane magnetic field along the
junction, phase di↵erence across the junction, and car-
rier density within the junction. Our main observation
is a closing and reopening of the superconducting gap in
nonlocal conductance correlated with the appearance of
ZBCPs in local conductance. We find that the gap closing
and reopening in both local and nonlocal conductance is
robust against variations of the junction carrier density,
but the observation of ZBCPs at one or both ends re-
quire careful tuning of voltages on the junction and QPC
gates.

To help interpret these results, we investigate numeri-
cally a simple model of a PJJ [17]. Within the model, a
gap reopening in nonlocal conductances (without ZBCP)
appearing together with a ZBCP in local conductance is
characteristic of a topological phase transition.

Figure 1 shows a micrograph of one of the devices,
along with a schematic electrical circuit. The PJJ can
be probed by a pair of integrated QPCs at the ends
of the junction, and phase-biased by applying a small
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We report simultaneously acquired local and nonlocal transport spectroscopy in a phase-biased
planar Josephson junction based on an epitaxial InAs/Al hybrid two-dimensional heterostructure.
Quantum point contacts at the junction ends allow measurement of the 2⇥2 matrix of local and
nonlocal tunneling conductances as a function of magnetic field along the junction, phase di↵erence
across the junction, and carrier density. A closing and reopening of a gap was observed in both
the local and nonlocal tunneling spectra as a function of magnetic field. For particular tunings
of junction density, gap reopenings were accompanied by zero-bias conductance peaks (ZBCPs) in
local conductances. End-to-end correlation of gap reopening was strong, while correlation of local
ZBCPs was weak. A simple, disorder-free model of the device shows comparable conductance matrix
behavior associated with a topological phase transition. Phase dependence helps distinguish possible
origins of the ZBCPs.

Topological materials obey a bulk-boundary corre-
spondence, establishing a connection between the topo-
logical index of the bulk and the number of boundary
modes [1, 2]. In one-dimensional topological supercon-
ductors (1D-TSCs) [3, 4], these considerations imply that
the bulk modes undergo a characteristic closing and re-
opening of the superconducting gap whenever the system
is driven through a topological phase transition. In this
situation, the gap reopening is connected to the appear-
ance of zero-energy Majorana modes at the two ends [5–
8]. Several experimental works have reported zero-bias
conductance peaks (ZBCPs) at the ends of wires or 1D
structures, identified as signatures of 1D-TSCs [9–15].
However, in most of these cases, though not all [16, 17],
an associated gap closing and reopening was not observed
in tunneling conductance.

An emerging method that allows simultaneous obser-
vation of end modes and bulk gap behavior is nonlocal
spectroscopy, where measurement of the tunneling cur-
rent between the ends of a device provides information
about the bulk [18]. This technique requires a three-
terminal (3T) configuration, and has been theoretically
explored for nanowires [18–22]. Nonlocal transport ex-
periments, also in nanowires, were used to probe sym-
metries of the conductance matrix arising from current
conservation and measure the local charge of Andreev
bound states [20, 23]. Experiments in short nanowire seg-
ments identified end-to-end correlation between extended
Andreev bound states [24]. In long nanowire segments,
local conductance showed ZBCPs while the gap in the
nonlocal spectrum remained closed [25], suggesting non-
topological ZBCPs arising from strong disorder [26–30].
These experiments demonstrated the importance of com-

bining local and nonlocal transport to di↵erentiate trivial
and potentially topological ZBCPs.

Planar Josephson junctions (PJJs) of superconductor-
semiconductor hybrids have recently emerged as a
promising alternative platform for topological supercon-
ductivity, providing several knobs that can control a pos-
sible topological superconducting phase, including, no-
tably, the novel control parameter of the phase di↵erence
across the junction [15, 31–37].

In this Letter, we extend previous work [17] by investi-
gating nonlocal conductance spectroscopy, measured si-
multaneously with local spectroscopy, on a 3T PJJ device
with quantum point contacts (QPCs) at both ends, mea-
sured as a function of in-plane magnetic field along the
junction, phase di↵erence across the junction, and car-
rier density within the junction. Our main observation
is a closing and reopening of the superconducting gap in
nonlocal conductance correlated with the appearance of
ZBCPs in local conductance. We find that the gap closing
and reopening in both local and nonlocal conductance is
robust against variations of the junction carrier density,
but the observation of ZBCPs at one or both ends re-
quire careful tuning of voltages on the junction and QPC
gates.

To help interpret these results, we investigate numeri-
cally a simple model of a PJJ [17]. Within the model, a
gap reopening in nonlocal conductances (without ZBCP)
appearing together with a ZBCP in local conductance is
characteristic of a topological phase transition.

Figure 1 shows a micrograph of one of the devices,
along with a schematic electrical circuit. The PJJ can
be probed by a pair of integrated QPCs at the ends
of the junction, and phase-biased by applying a small
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FIG. 1. Device and measurement setup. False-color
micrograph of a representative device showing three-terminal
configuration. Meandering perforations etched onto the su-
perconducting leads allow partial depletion of the semicon-
ductor using gate voltage Vsc. Al loop allows phase biasing of
the junction with a small out-of-plane magnetic field, B?. An
in-plane magnetic field, Bk is applied parallel to the S-N in-
terfaces. Voltage biases VT and VB are applied to the top and
bottom ohmic contacts through the current amplifiers (CA).
Gates Vtop(bot) and Vt(b)qpc form QPCs at the junction ends.
V1 controls carrier density in the junction. All connections
to the device are via ⇠ 1 � 2k⌦ fridge wires and filters, see
Supplemental Material for details.

(⇠ 0.1 mT scale) out-of-plane magnetic field through a
superconducting loop.

The device was fabricated on a molecular-beam-
epitaxy grown heterostructure stack with a shallow InAs
quantum well separated from a top Al layer by an
In0.75Ga0.25As barrier. A combination of wet etching of
the Al layer and deep wet etching of the semiconductor
stack was used to define the superconducting loop, the
Josephson junction and the mesa with a U-shaped trench.
A patch of the mesa (with Al removed) within the loop
was contacted by a layer of Ti/Au to form an internal
submicron ohmic contact to enable bottom-end tunnel-
ing spectroscopy. A layer of HfO2, grown by atomic layer
deposition (ALD) and patterned in a rectangular shape,
was used to isolate the Ti/Au layer from the supercon-
ducting loop and the conducting mesa. A second layer of
HfO2 was deposited globally followed by the deposition
of Ti/Au gates for electrostatic control of the junction
and the QPCs.

The carrier density in the normal barrier of the JJ
(width wn = 100 nm, length l = 1.6µm) was controlled
by gate voltage V1. Gate voltage Vsc controlled the car-
rier density in the semiconductor underneath the super-
conducting leads. Split gates controlled by voltages Vtqpc

and Vbqpc define QPCs at the top and bottom of the junc-
tion. Additional gate voltages Vtop and Vbot controlled
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FIG. 2. Magnetic field dependence of the conductance
matrix. (a) Local di↵erential conductance GTT and (e) Non-
local di↵erential conductance GBT measured as a function of
VT and Bk. (c) Nonlocal di↵erential conductance GTB and
(g) local di↵erential conductance GBB measured as a function
of VB and Bk. The phase bias is set to � = 0. Line-cuts at
Bk = 0.3 T where (b) GTT shows a ZBCP. (h) GBB shows
a ZBCP. (d) GTB and (h) GBT are strongly antisymmetric
at high DC biases, and zero in a finite range around zero
DC bias. Gate voltage settings used for this measurement
were Vtqpc = �0.37 V, Vbqpc = �0.34 V, V1 = 0.085 V and
Vsc = �3.6 V.

densities in the normal regions outside the QPCs, and
were typically fixed at ⇠ +100 mV.

The 3T measurement configuration is shown in
Fig. 1(a). The top ohmic contact is a region of InAs sep-
arated from the junction by the top QPC. The bottom
ohmic contact is formed by a Ti/Au electrode, separated
by the bottom QPC. The Al loop connecting the two
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FIG. 1. Device and measurement setup. False-color
micrograph of a representative device showing three-terminal
configuration. Meandering perforations etched onto the su-
perconducting leads allow partial depletion of the semicon-
ductor using gate voltage Vsc. Al loop allows phase biasing of
the junction with a small out-of-plane magnetic field, B?. An
in-plane magnetic field, Bk is applied parallel to the S-N in-
terfaces. Voltage biases VT and VB are applied to the top and
bottom ohmic contacts through the current amplifiers (CA).
Gates Vtop(bot) and Vt(b)qpc form QPCs at the junction ends.
V1 controls carrier density in the junction. All connections
to the device are via ⇠ 1 � 2k⌦ fridge wires and filters, see
Supplemental Material for details.

(⇠ 0.1 mT scale) out-of-plane magnetic field through a
superconducting loop.

The device was fabricated on a molecular-beam-
epitaxy grown heterostructure stack with a shallow InAs
quantum well separated from a top Al layer by an
In0.75Ga0.25As barrier. A combination of wet etching of
the Al layer and deep wet etching of the semiconductor
stack was used to define the superconducting loop, the
Josephson junction and the mesa with a U-shaped trench.
A patch of the mesa (with Al removed) within the loop
was contacted by a layer of Ti/Au to form an internal
submicron ohmic contact to enable bottom-end tunnel-
ing spectroscopy. A layer of HfO2, grown by atomic layer
deposition (ALD) and patterned in a rectangular shape,
was used to isolate the Ti/Au layer from the supercon-
ducting loop and the conducting mesa. A second layer of
HfO2 was deposited globally followed by the deposition
of Ti/Au gates for electrostatic control of the junction
and the QPCs.

The carrier density in the normal barrier of the JJ
(width wn = 100 nm, length l = 1.6µm) was controlled
by gate voltage V1. Gate voltage Vsc controlled the car-
rier density in the semiconductor underneath the super-
conducting leads. Split gates controlled by voltages Vtqpc

and Vbqpc define QPCs at the top and bottom of the junc-
tion. Additional gate voltages Vtop and Vbot controlled

FIG. 2. Magnetic field dependence of the conductance
matrix. (a) Local di↵erential conductance GTT and (e) Non-
local di↵erential conductance GBT measured as a function of
VT and Bk. (c) Nonlocal di↵erential conductance GTB and
(g) local di↵erential conductance GBB measured as a function
of VB and Bk. The phase bias is set to � = 0. Line-cuts at
Bk = 0.3 T where (b) GTT shows a ZBCP. (h) GBB shows
a ZBCP. (d) GTB and (h) GBT are strongly antisymmetric
at high DC biases, and zero in a finite range around zero
DC bias. Gate voltage settings used for this measurement
were Vtqpc = �0.37 V, Vbqpc = �0.34 V, V1 = 0.085 V and
Vsc = �3.6 V.

densities in the normal regions outside the QPCs, and
were typically fixed at ⇠ +100 mV.

The 3T measurement configuration is shown in
Fig. 1(a). The top ohmic contact is a region of InAs sep-
arated from the junction by the top QPC. The bottom
ohmic contact is formed by a Ti/Au electrode, separated
by the bottom QPC. The Al loop connecting the two
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We report simultaneously acquired local and nonlocal transport spectroscopy in a phase-biased
planar Josephson junction based on an epitaxial InAs/Al hybrid two-dimensional heterostructure.
Quantum point contacts at the junction ends allow measurement of the 2⇥2 matrix of local and
nonlocal tunneling conductances as a function of magnetic field along the junction, phase di↵erence
across the junction, and carrier density. A closing and reopening of a gap was observed in both
the local and nonlocal tunneling spectra as a function of magnetic field. For particular tunings
of junction density, gap reopenings were accompanied by zero-bias conductance peaks (ZBCPs) in
local conductances. End-to-end correlation of gap reopening was strong, while correlation of local
ZBCPs was weak. A simple, disorder-free model of the device shows comparable conductance matrix
behavior associated with a topological phase transition. Phase dependence helps distinguish possible
origins of the ZBCPs.

Topological materials obey a bulk-boundary corre-
spondence, establishing a connection between the topo-
logical index of the bulk and the number of boundary
modes [1, 2]. In one-dimensional topological supercon-
ductors (1D-TSCs) [3, 4], these considerations imply that
the bulk modes undergo a characteristic closing and re-
opening of the superconducting gap whenever the system
is driven through a topological phase transition. In this
situation, the gap reopening is connected to the appear-
ance of zero-energy Majorana modes at the two ends [5–
8]. Several experimental works have reported zero-bias
conductance peaks (ZBCPs) at the ends of wires or 1D
structures, identified as signatures of 1D-TSCs [9–15].
However, in most of these cases, though not all [16, 17],
an associated gap closing and reopening was not observed
in tunneling conductance.

An emerging method that allows simultaneous obser-
vation of end modes and bulk gap behavior is nonlocal
spectroscopy, where measurement of the tunneling cur-
rent between the ends of a device provides information
about the bulk [18]. This technique requires a three-
terminal (3T) configuration, and has been theoretically
explored for nanowires [18–22]. Nonlocal transport ex-
periments, also in nanowires, were used to probe sym-
metries of the conductance matrix arising from current
conservation and measure the local charge of Andreev
bound states [20, 23]. Experiments in short nanowire seg-
ments identified end-to-end correlation between extended
Andreev bound states [24]. In long nanowire segments,
local conductance showed ZBCPs while the gap in the
nonlocal spectrum remained closed [25], suggesting non-
topological ZBCPs arising from strong disorder [26–30].
These experiments demonstrated the importance of com-

bining local and nonlocal transport to di↵erentiate trivial
and potentially topological ZBCPs.

Planar Josephson junctions (PJJs) of superconductor-
semiconductor hybrids have recently emerged as a
promising alternative platform for topological supercon-
ductivity, providing several knobs that can control a pos-
sible topological superconducting phase, including, no-
tably, the novel control parameter of the phase di↵erence
across the junction [15, 31–37].

In this Letter, we extend previous work [17] by investi-
gating nonlocal conductance spectroscopy, measured si-
multaneously with local spectroscopy, on a 3T PJJ device
with quantum point contacts (QPCs) at both ends, mea-
sured as a function of in-plane magnetic field along the
junction, phase di↵erence across the junction, and car-
rier density within the junction. Our main observation
is a closing and reopening of the superconducting gap in
nonlocal conductance correlated with the appearance of
ZBCPs in local conductance. We find that the gap closing
and reopening in both local and nonlocal conductance is
robust against variations of the junction carrier density,
but the observation of ZBCPs at one or both ends re-
quire careful tuning of voltages on the junction and QPC
gates.

To help interpret these results, we investigate numeri-
cally a simple model of a PJJ [17]. Within the model, a
gap reopening in nonlocal conductances (without ZBCP)
appearing together with a ZBCP in local conductance is
characteristic of a topological phase transition.

Figure 1 shows a micrograph of one of the devices,
along with a schematic electrical circuit. The PJJ can
be probed by a pair of integrated QPCs at the ends
of the junction, and phase-biased by applying a small
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We report simultaneously acquired local and nonlocal transport spectroscopy in a phase-biased
planar Josephson junction based on an epitaxial InAs/Al hybrid two-dimensional heterostructure.
Quantum point contacts at the junction ends allow measurement of the 2⇥2 matrix of local and
nonlocal tunneling conductances as a function of magnetic field along the junction, phase di↵erence
across the junction, and carrier density. A closing and reopening of a gap was observed in both
the local and nonlocal tunneling spectra as a function of magnetic field. For particular tunings
of junction density, gap reopenings were accompanied by zero-bias conductance peaks (ZBCPs) in
local conductances. End-to-end correlation of gap reopening was strong, while correlation of local
ZBCPs was weak. A simple, disorder-free model of the device shows comparable conductance matrix
behavior associated with a topological phase transition. Phase dependence helps distinguish possible
origins of the ZBCPs.

Topological materials obey a bulk-boundary corre-
spondence, establishing a connection between the topo-
logical index of the bulk and the number of boundary
modes [1, 2]. In one-dimensional topological supercon-
ductors (1D-TSCs) [3, 4], these considerations imply that
the bulk modes undergo a characteristic closing and re-
opening of the superconducting gap whenever the system
is driven through a topological phase transition. In this
situation, the gap reopening is connected to the appear-
ance of zero-energy Majorana modes at the two ends [5–
8]. Several experimental works have reported zero-bias
conductance peaks (ZBCPs) at the ends of wires or 1D
structures, identified as signatures of 1D-TSCs [9–15].
However, in most of these cases, though not all [16, 17],
an associated gap closing and reopening was not observed
in tunneling conductance.

An emerging method that allows simultaneous obser-
vation of end modes and bulk gap behavior is nonlocal
spectroscopy, where measurement of the tunneling cur-
rent between the ends of a device provides information
about the bulk [18]. This technique requires a three-
terminal (3T) configuration, and has been theoretically
explored for nanowires [18–22]. Nonlocal transport ex-
periments, also in nanowires, were used to probe sym-
metries of the conductance matrix arising from current
conservation and measure the local charge of Andreev
bound states [20, 23]. Experiments in short nanowire seg-
ments identified end-to-end correlation between extended
Andreev bound states [24]. In long nanowire segments,
local conductance showed ZBCPs while the gap in the
nonlocal spectrum remained closed [25], suggesting non-
topological ZBCPs arising from strong disorder [26–30].
These experiments demonstrated the importance of com-

bining local and nonlocal transport to di↵erentiate trivial
and potentially topological ZBCPs.

Planar Josephson junctions (PJJs) of superconductor-
semiconductor hybrids have recently emerged as a
promising alternative platform for topological supercon-
ductivity, providing several knobs that can control a pos-
sible topological superconducting phase, including, no-
tably, the novel control parameter of the phase di↵erence
across the junction [15, 31–37].

In this Letter, we extend previous work [17] by investi-
gating nonlocal conductance spectroscopy, measured si-
multaneously with local spectroscopy, on a 3T PJJ device
with quantum point contacts (QPCs) at both ends, mea-
sured as a function of in-plane magnetic field along the
junction, phase di↵erence across the junction, and car-
rier density within the junction. Our main observation
is a closing and reopening of the superconducting gap in
nonlocal conductance correlated with the appearance of
ZBCPs in local conductance. We find that the gap closing
and reopening in both local and nonlocal conductance is
robust against variations of the junction carrier density,
but the observation of ZBCPs at one or both ends re-
quire careful tuning of voltages on the junction and QPC
gates.

To help interpret these results, we investigate numeri-
cally a simple model of a PJJ [17]. Within the model, a
gap reopening in nonlocal conductances (without ZBCP)
appearing together with a ZBCP in local conductance is
characteristic of a topological phase transition.

Figure 1 shows a micrograph of one of the devices,
along with a schematic electrical circuit. The PJJ can
be probed by a pair of integrated QPCs at the ends
of the junction, and phase-biased by applying a small
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FIG. 4. Numerical simulation of local and nonlocal
conductance. (a) Local conductance GBB evaluated at the
bottom end of the junction as a function of Bk, and � = 0
including thermal broadening equivalent to a temperature of
50 mK. At Bk ⇠ 0.2 T the junction undergoes a topological
phase transition reflected by the closing and reopening of the
superconducting gap, followed by the appearance of a ZBCP.
(b) Nonlocal conductance GBT shows a corresponding gap-
reopening transition at Bk ⇠ 0.2 T without the formation of
a ZBCP.

states are asymmetric with respect to �. At Bk =0.3 T, a
phase-independent ZBCP is measured in GTT [Fig. 3(e)]
but absent in GBT [Fig. 3(f)]. At this field, GBT remains
zero until a source-drain bias of VT ⇠ 40 µeV at � = 0
and closes at � = �0/2. GTB and GBB, are qualitatively
similar to GBT and GTT respectively (see Fig. S8).

We also investigated nonlocal transport at gate set-
tings where a ZBCP was observed in the bottom lo-
cal conductance, but not the top local conductance (see
Fig. S3 and S4). In this case, a gap-reopening signature
was observed in nonlocal conductance and the nonlocal
gap remained finite in the reopened state. In other de-
vices where reasonably strong nonlocal conductance was
observed (⇠ 0.01⇥ 2e2/h), the nonlocal spectrum exhib-
ited a gap-reopening feature. In some cases, the sub-gap
nonlocal conductance in the reopened state remained fi-
nite, indicating a soft nonlocal gap (see Figs. S10 and
S11).

To help interpret characteristic features of the observed
conductance matrix, we investigate a simple model of a
PJJ using the Kwant software package [38], as described
previously [17]. Here, we extend the model by tunnel
coupling the system to metallic leads at the junction
ends. Top-bottom symmetry of the model ensures that
GTT = GBB and GTB = GBT. Figure 4(a) shows the lo-
cal conductance spectrum undergoing a topological gap-
reopening transition at Bk ⇠ 0.2 T, followed by a ZBCP
arising from a Majorana zero mode. The corresponding
nonlocal conductance spectrum, shown in Fig. 4(b), also
shows a reopening of the gap, but no sub-gap structure
once the gap reopens.

These model results support the interpretation that
nonlocal conductance is mediated by a combination of
co-tunneling and crossed-Andreev reflection of quasipar-

ticles carried by extended Andreev bound states. These
states have a finite probability density throughout the
length of the junction, including the two ends, and there-
fore also appear in the local conductances. Within this
picture, Majorana zero-modes appear as zero-bias peaks
only in local conductance, not in nonlocal conductance
because of their localized probability density. This is in
contrast to extended Andreev bound states, which are
expected to appear in both local and nonlocal conduc-
tances [21, 23].

Conductance matrix signatures obtained from our
model are roughly consistent with experiment. However,
as opposed to the experiment, in the numerical simula-
tions we find a large symmetric component of the nonlo-
cal conductance, comparable in strength to the antisym-
metric component. Their relative strength depends on
details used to model finite temperature, disorder, and
tunneling barriers [18, 22], and may explain this discrep-
ancy. Finally, local ZBCPs are fully correlated in the
model, but lack such correlation in experiment.

Within a non-topological interpretation of our data,
an inhomogeneous chemical potential profile produces
non-topological zero-energy Andreev bound states at the
two device ends. In the model these states are not sta-
ble at zero-energy with respect to variation of �, which
may provide a distinguishing signature. Another non-
topological scenario is the case of strong disorder, where
a proliferation of low-energy sub-gap states prevents a
topological phase transition. This scenario can produce
ZBCPs in local conductance, but tends not to show a
gap-reopening in the nonlocal conductance [19, 25].

Within a topological interpretation, the presence of a
finite nonlocal gap without strong end-to-end ZBCP cor-
relation may arise from disorder of weak-to-intermediate
strength [39]. Such disorder creates disjointed topological
segments in the bulk of the junction, eliminating end-to-
end ZBCP correlation while preserving the nonlocal gap
together and gap-reopening signature. Further study of
conductance matrix behavior with a greater degree of the
potential along the junction would help clarify the situ-
ation.
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We report simultaneously acquired local and nonlocal transport spectroscopy in a phase-biased
planar Josephson junction based on an epitaxial InAs/Al hybrid two-dimensional heterostructure.
Quantum point contacts at the junction ends allow measurement of the 2⇥2 matrix of local and
nonlocal tunneling conductances as a function of magnetic field along the junction, phase di↵erence
across the junction, and carrier density. A closing and reopening of a gap was observed in both
the local and nonlocal tunneling spectra as a function of magnetic field. For particular tunings
of junction density, gap reopenings were accompanied by zero-bias conductance peaks (ZBCPs) in
local conductances. End-to-end correlation of gap reopening was strong, while correlation of local
ZBCPs was weak. A simple, disorder-free model of the device shows comparable conductance matrix
behavior associated with a topological phase transition. Phase dependence helps distinguish possible
origins of the ZBCPs.

Topological materials obey a bulk-boundary corre-
spondence, establishing a connection between the topo-
logical index of the bulk and the number of boundary
modes [1, 2]. In one-dimensional topological supercon-
ductors (1D-TSCs) [3, 4], these considerations imply that
the bulk modes undergo a characteristic closing and re-
opening of the superconducting gap whenever the system
is driven through a topological phase transition. In this
situation, the gap reopening is connected to the appear-
ance of zero-energy Majorana modes at the two ends [5–
8]. Several experimental works have reported zero-bias
conductance peaks (ZBCPs) at the ends of wires or 1D
structures, identified as signatures of 1D-TSCs [9–15].
However, in most of these cases, though not all [16, 17],
an associated gap closing and reopening was not observed
in tunneling conductance.

An emerging method that allows simultaneous obser-
vation of end modes and bulk gap behavior is nonlocal
spectroscopy, where measurement of the tunneling cur-
rent between the ends of a device provides information
about the bulk [18]. This technique requires a three-
terminal (3T) configuration, and has been theoretically
explored for nanowires [18–22]. Nonlocal transport ex-
periments, also in nanowires, were used to probe sym-
metries of the conductance matrix arising from current
conservation and measure the local charge of Andreev
bound states [20, 23]. Experiments in short nanowire seg-
ments identified end-to-end correlation between extended
Andreev bound states [24]. In long nanowire segments,
local conductance showed ZBCPs while the gap in the
nonlocal spectrum remained closed [25], suggesting non-
topological ZBCPs arising from strong disorder [26–30].
These experiments demonstrated the importance of com-

bining local and nonlocal transport to di↵erentiate trivial
and potentially topological ZBCPs.

Planar Josephson junctions (PJJs) of superconductor-
semiconductor hybrids have recently emerged as a
promising alternative platform for topological supercon-
ductivity, providing several knobs that can control a pos-
sible topological superconducting phase, including, no-
tably, the novel control parameter of the phase di↵erence
across the junction [15, 31–37].

In this Letter, we extend previous work [17] by investi-
gating nonlocal conductance spectroscopy, measured si-
multaneously with local spectroscopy, on a 3T PJJ device
with quantum point contacts (QPCs) at both ends, mea-
sured as a function of in-plane magnetic field along the
junction, phase di↵erence across the junction, and car-
rier density within the junction. Our main observation
is a closing and reopening of the superconducting gap in
nonlocal conductance correlated with the appearance of
ZBCPs in local conductance. We find that the gap closing
and reopening in both local and nonlocal conductance is
robust against variations of the junction carrier density,
but the observation of ZBCPs at one or both ends re-
quire careful tuning of voltages on the junction and QPC
gates.

To help interpret these results, we investigate numeri-
cally a simple model of a PJJ [17]. Within the model, a
gap reopening in nonlocal conductances (without ZBCP)
appearing together with a ZBCP in local conductance is
characteristic of a topological phase transition.

Figure 1 shows a micrograph of one of the devices,
along with a schematic electrical circuit. The PJJ can
be probed by a pair of integrated QPCs at the ends
of the junction, and phase-biased by applying a small
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FIG. 3. Phase dependence of local and nonlocal con-
ductance spectra. Local di↵erential conductance GTT (left
column) and nonlocal di↵erential conductance GTB (right col-
umn) measured as a function of out-of-plane magnetic field
B? and source-drain bias, VT and VB, respectively at three
values of the in-plane magnetic field. (a) and (b) Bk = 0,
showing a periodic modulation of the superconducting gap in
both the local and nonlocal spectrum. The nonlocal spectrum
shows a larger amplitude of the superconducting gap than the
local conductance spectrum. (c) and (d) Bk = 0.15 T, shows
sub-gap states that are lowered in energy. These states are
phase-asymmetric and appear in both GTT and GTB. (e) and
(f) Bk = 0.3 T shows a phase-independent ZBCP in GBB, but
not in GTB. GTB displays a superconducting gap that is mod-
ulated periodically with B?. Gate voltage settings used for
this measurement were Vtqpc = �0.385 V, Vbqpc = �0.38 V,
V1 = 0.092 V and Vsc = �3.6 V.

sides of the junction provides the third contact, held at
ground. Low-frequency AC plus DC voltage biases VT(B)

are applied through current amplifiers (denoted CA). The
measured currents IT(B) then yield the 2⇥2 conductance
matrix, Gij = dIi/dVj, with i, j = T,B via standard AC

lock-in measurements (see additional details in Supple-
mental Material).
For measurements shown in Fig. 2, the conductance

matrix was measured as a function of in-plane magnetic
field, Bk, with Vsc = �3.6 V, giving a hard supercon-
ducting gap in the leads, V1 = +85 mV, giving ZBCPs in
both top and bottom local conductances at Bk ⇠ 0.3 T,
and QPCs set to Vtqpc = �0.37 V, Vbqpc = �0.34 V, to
yield sizable nonlocal conductances, ⇠ 0.01⇥ 2e2/h near
the gap edge, |VT,B| ⇠ 150 µV. To compensate any cou-
pling of Bk through the superconducting loop controlling
phase � across the junction, a sweep of B? was made at
each value of Bk and then sliced along cuts of constant �
numerically by following �-dependent lobe features (see
Methods). This allowed us to obtain the Bk dependence
of the conductance matrix at fixed flux, as shown, for
instance, in Fig. 2 for � = 0.

Local conductance spectra showed a finite supercon-
ducting gap around Bk = 0 [Fig. 2(a, g)]. With increas-
ing Bk, a band of resolvable discrete states moved to-
wards zero bias, closing the gap at Bk ⇠ 0.2 T followed
by its reopening. Beyond the reopening (0.2 T < Bk <

0.4 T), but not before, ZBCPs were observed in both
GTT and GBB [Fig. 2(b, h)]. In this data set, the ZBCP
at the top end splits as Bk approaches 0.4 T, whereas the
bottom end ZBCP appears to remain at zero, but dimin-
ishes in amplitude. Additionally, the ZBCPs observed at
each end do not exhibit strong correlation with respect
to variations of V1 (see Fig. S9). Both local conductances
show a final gap closure at Bk ⇠ 0.45 T.

The corresponding behavior of the nonlocal conduc-
tance spectra is shown in Figs. 2(c, e). A predominantly
antisymmetric signal is observed throughout the mea-
sured magnetic field range, with amplitude remaining
roughly uniform. The gap in the nonlocal spectrum un-
dergoes a closure at Bk ⇠ 0.2 T, at the same magnetic
field as the local conductance spectrum, and is visible in
both GTB and GBT. Both nonlocal conductances remain
strongly antisymmetric around zero bias. The nonlocal
gap then reopens obtaining a maximum at Bk ⇠ 0.3 T,
with line-cuts shown in Figs. 2(d, f). Notably, no ZBCP
is observed. Both nonlocal conductances disappear in a
finite window around zero bias before turning on sharply
at finite VT/B. The final closure of the nonlocal gap
at Bk ⇠ 0.45 T is more pronounced, in terms of signal
strength, than the closure at Bk ⇠ 0.2 T.

Local and nonlocal conductance spectra are modu-
lated by a small perpendicular magnetic field, B?, which
threads flux through the ⇠ 12µm2 superconducting loop
(B? ⇠ 0.17 mT corresponds to �0 = h/2e through
the loop), showing the same period in B? and in phase.
Around Bk = 0 [Figs. 3(a, b)], the local gap in GTT

appears smaller than the nonlocal gap in GBT. At
Bk ⇠ 0.15 T [Figs. 3(c),(d)], flux-dependent states are
lowered in energy and fill the sub-gap spectrum in both
local and nonlocal conductances. Within each flux lobe,
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Introduction.—Significant progress has been made in
recent years towards realizing topologically protected
Majorana zero modes (MZMs) in condensed matter sys-
tems [1,2]. Among their special properties, their non-
Abelian exchange statistics is expected [3,4] to enable
topologically protected storage and manipulation of quan-
tum information.
MZMs appear, , at vortex cores of two-dimensional (2D)

topological superconductors [5,6] and at the ends of one-
dimensional (1D) topological superconductors [7].
Topological superconductivity can be engineered in hybrid
systems of conventional superconductors and conductors
with strong spin-orbit coupling [8–12]; several platforms
realizing this state of matter are explored [13–16]. In
particular, much effort is devoted to semiconductor nano-
wires coupled to superconductors, and there is mounting
evidence that MZMs appear at the ends of these wires in the
topological phase.
These remarkable developments motivate a search for

the ideal physical platform to demonstrate the MZMs’ non-
Abelian braiding statistics. Looking further, one seeks for
ways to construct and manipulate complex networks of
many interlinked MZMs. Given this, physical realizations
of MZNs that may be controlled by novel experimental
knobs are highly desirable. Recent experiments in two
dimensional electron gases (2DEGs) with strong spin-orbit
coupling (SOC) have demonstrated robust proximity cou-
pling to superconductors [17,18], opening a new promising
path in these directions.
In this work, we focus on a new setup proposed

recently to realize 1D topological superconductivity in a
planar Josephson junction [19–21]. The setup is shown
schematically in Fig. 1. Two superconducting films form a

Josephson junction on top of a 2DEG with Rashba spin-
orbit coupling. The resulting subgap Andreev bound states
form an effective 1D system, which is controlled either by
applying a magnetic field parallel to the junction, Bjj, or by
varying the phase difference φ between the two super-
conductors. It was shown [19,20] that this system can
readily enter a 1D superconducting phase with Majorana
zero modes at its ends. In particular, for a given Bjj there is a

(b)(a)

(d)(c)

FIG. 1. (a) Planar Josephson junction connecting two SC leads
through a 2DEG with Rashba SOC, in the presence of an in-plane
and a perpendicular magnetic field. The Josephson vortices in the
junction can split into fractional vortices carrying fractions of the
SC flux quantum hc=2e. (b) Phase diagram of the junction,
viewed as a 1D system, as a function of the phase difference φ
between the two SCs and the parallel magnetic field (see
Ref. [19]). (c) φðxÞ along the junction for different values of
Bk close to the critical value, gμBBk;cW=vF ¼ π=4, at which the
ground state of the junction switches from φ ≈ 0 (within the
topologically trivial phase) and φ ≈ π (in the topological phase).
(d) Energy-phase relations for the values of Bk in panel (c).
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realizing this state of matter are explored [13–16]. In
particular, much effort is devoted to semiconductor nano-
wires coupled to superconductors, and there is mounting
evidence that MZMs appear at the ends of these wires in the
topological phase.
These remarkable developments motivate a search for

the ideal physical platform to demonstrate the MZMs’ non-
Abelian braiding statistics. Looking further, one seeks for
ways to construct and manipulate complex networks of
many interlinked MZMs. Given this, physical realizations
of MZNs that may be controlled by novel experimental
knobs are highly desirable. Recent experiments in two
dimensional electron gases (2DEGs) with strong spin-orbit
coupling (SOC) have demonstrated robust proximity cou-
pling to superconductors [17,18], opening a new promising
path in these directions.
In this work, we focus on a new setup proposed

recently to realize 1D topological superconductivity in a
planar Josephson junction [19–21]. The setup is shown
schematically in Fig. 1. Two superconducting films form a

Josephson junction on top of a 2DEG with Rashba spin-
orbit coupling. The resulting subgap Andreev bound states
form an effective 1D system, which is controlled either by
applying a magnetic field parallel to the junction, Bjj, or by
varying the phase difference φ between the two super-
conductors. It was shown [19,20] that this system can
readily enter a 1D superconducting phase with Majorana
zero modes at its ends. In particular, for a given Bjj there is a

(b)(a)

(d)(c)

FIG. 1. (a) Planar Josephson junction connecting two SC leads
through a 2DEG with Rashba SOC, in the presence of an in-plane
and a perpendicular magnetic field. The Josephson vortices in the
junction can split into fractional vortices carrying fractions of the
SC flux quantum hc=2e. (b) Phase diagram of the junction,
viewed as a 1D system, as a function of the phase difference φ
between the two SCs and the parallel magnetic field (see
Ref. [19]). (c) φðxÞ along the junction for different values of
Bk close to the critical value, gμBBk;cW=vF ¼ π=4, at which the
ground state of the junction switches from φ ≈ 0 (within the
topologically trivial phase) and φ ≈ π (in the topological phase).
(d) Energy-phase relations for the values of Bk in panel (c).
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coupling between γ3 and γ4 would be affected by a current
driven through the junction. A small variation of the
perpendicular magnetic field, on the other hand, would
affect all distances between the zero modes, and therefore
all nearest-neighbor couplings.
Overall, in the limit of weak Josephson coupling, well-

separated MZMs may be created in pairs, moved, and
annihilated in pairs by varying φ0 and β, i.e., by varying B⊥
and I. For a fixedBjj MZMpairs are created and annihilated
at the ends. Below, we analyze the way B⊥ and I may be
employed to braid pairs of MZMs. Before doing so,
however, we examine what happens when the Josephson
coupling is not weak.
For the context of the present discussion the strength of

the coupling is determined by the ratio λJ=L. So far we
assumed L ≪ λJ, where the magnetic field created by the
Josephson current is negligible, and Eq. (3) holds. In the
opposite limit, L ≫ λJ, the flux is either confined to within
a distance λJ from the junction’s ends or penetrates the
junction in the form of Josephson vortices, and φðxÞ is
more complicated than the form (3).
For an SIS junction, where VðφÞ ¼ ϵJð1 − cosφÞ,

Eq. (1) becomes the sine-Gordon equation, and the
Josephson vortex is a soliton that connects minima of
φn ¼ 2πn [26]. When no vortex penetrates the junction, the
phase generally varies only over a distance λJ from one of
the junction’s ends, and assumes one of the φn’s further into
the junction’s bulk. The end where the phase varies is the
end where the Josephson currents flow, and it depends on
the geometry [29]. When vortices penetrate the junction,
they connect between neighboring φn’s.

The SNS junction we deal with has a different potential
VðφÞ. This potential is affected by the parallel field Bjj, due
to the effect of Bjj on the Andreev spectrum. Generally,
VðφÞ has local minima φ1;2 [see Fig. 1(d)]. In the limit
where the spin-orbit energy is much larger than the Zeeman
energy these points are φ1;2 ≈ 0; π [19]. The field Bjj
determines which of the two is the global minimum.
The soliton then starts and ends with φ at the global
minimum, but acquires a region where φ is near the local
minimum, and varies slowly [see Fig. 1(c)]. Remarkably, at
the critical magnetic field Bjj;c where the potential VðφÞ has
two degenerate minima Vðφ1Þ ¼ Vðφ2Þ, the vortex splits to
two half-vortices, each carrying a flux hc=4e. Since each
half vortex spans a phase range of π, each carries one
MZM. Away from Bjj;c vortices are 2π vortices. As such
they go through one pair of φ$ values, and hence carry two
MZMs, localized at the points x$. Close to the transition
the separation between the two MZMs is of the order of
λJ logðBk;c=jBk − Bk;cjÞ, while far from the transition it
approaches λJ. In both cases, their spatial extent is
ξM ¼ max ðξ0M;

ffiffiffiffiffiffiffiffiffiffi
ξ0MλJ

p
Þ. The coupling between the two

MZMs is then a function of the ratio of ξM and λJ, and is not
guaranteed to be small.
Braiding scheme.—Aiming for a braiding scheme, we

now come back to the case of λJ ≫ L, where the coupling
betweenMZMsmay be better controlled. Braiding ofMZMs
requires going beyond one dimension [27,28]. To that end,
we consider a trijunction geometry shown in Fig. 2(a) [29].
The coordinates along the three junctions are 0 < xi < L
(i ¼ 1, 2, 3), and the three junctionsmeet at one point xi ¼ 0.

(a) (b) (c)

FIG. 2. [(a)1–3] Proposed setup for braiding. Three Josephson junctions meet at a T junction. The perpendicular magnetic field makes
φ1;2;3 vary along the junction. Whenever φ1;2;3ðxÞ cross the critical values φ$ mod ð2πÞ, the corresponding junction undergoes a
topological transition. Red (white) lines indicate segments in the topological (trivial) phase, respectively; the MZMs γa−f are indicated
by red circles. The currents Ii;iþ1 shift the superconducting phases, controlling the position of the MZMs. A closed path in the space of
the currents implements an exchange of γa and γb. The configurations of the junctions at three points along this path are shown in
panels 1–3. (b) φ1;2;3ðxÞ corresponding to the configuration shown in panel (a.1). The critical values φ$ are indicated. (c) The plane
φ1;0 þ φ2;0 þ φ3;0 ¼ 0 to which the system is confined. φi;0 are controlled by the currents, according to Eq. (2). At the blue, green, and
red lines, φ1;0, φ2;0, or φ3;0, respectively, cross one of the transition values (φþ or φ−), either at the inner or outer edge of the
corresponding junction. The transition lines cut the plane into polygons, where each polygon hosts a fixed number of MZMs. The
polygons are colored according to that number. The braiding path connects the three configurations 1–3 shown in panel (a). The left
(right) white star marks the point where MZMs in junction 2 (1) are both at the outer edge, respectively.
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end where the Josephson currents flow, and it depends on
the geometry [29]. When vortices penetrate the junction,
they connect between neighboring φn’s.

The SNS junction we deal with has a different potential
VðφÞ. This potential is affected by the parallel field Bjj, due
to the effect of Bjj on the Andreev spectrum. Generally,
VðφÞ has local minima φ1;2 [see Fig. 1(d)]. In the limit
where the spin-orbit energy is much larger than the Zeeman
energy these points are φ1;2 ≈ 0; π [19]. The field Bjj
determines which of the two is the global minimum.
The soliton then starts and ends with φ at the global
minimum, but acquires a region where φ is near the local
minimum, and varies slowly [see Fig. 1(c)]. Remarkably, at
the critical magnetic field Bjj;c where the potential VðφÞ has
two degenerate minima Vðφ1Þ ¼ Vðφ2Þ, the vortex splits to
two half-vortices, each carrying a flux hc=4e. Since each
half vortex spans a phase range of π, each carries one
MZM. Away from Bjj;c vortices are 2π vortices. As such
they go through one pair of φ$ values, and hence carry two
MZMs, localized at the points x$. Close to the transition
the separation between the two MZMs is of the order of
λJ logðBk;c=jBk − Bk;cjÞ, while far from the transition it
approaches λJ. In both cases, their spatial extent is
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MZMs is then a function of the ratio of ξM and λJ, and is not
guaranteed to be small.
Braiding scheme.—Aiming for a braiding scheme, we

now come back to the case of λJ ≫ L, where the coupling
betweenMZMsmay be better controlled. Braiding ofMZMs
requires going beyond one dimension [27,28]. To that end,
we consider a trijunction geometry shown in Fig. 2(a) [29].
The coordinates along the three junctions are 0 < xi < L
(i ¼ 1, 2, 3), and the three junctionsmeet at one point xi ¼ 0.
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FIG. 2. [(a)1–3] Proposed setup for braiding. Three Josephson junctions meet at a T junction. The perpendicular magnetic field makes
φ1;2;3 vary along the junction. Whenever φ1;2;3ðxÞ cross the critical values φ$ mod ð2πÞ, the corresponding junction undergoes a
topological transition. Red (white) lines indicate segments in the topological (trivial) phase, respectively; the MZMs γa−f are indicated
by red circles. The currents Ii;iþ1 shift the superconducting phases, controlling the position of the MZMs. A closed path in the space of
the currents implements an exchange of γa and γb. The configurations of the junctions at three points along this path are shown in
panels 1–3. (b) φ1;2;3ðxÞ corresponding to the configuration shown in panel (a.1). The critical values φ$ are indicated. (c) The plane
φ1;0 þ φ2;0 þ φ3;0 ¼ 0 to which the system is confined. φi;0 are controlled by the currents, according to Eq. (2). At the blue, green, and
red lines, φ1;0, φ2;0, or φ3;0, respectively, cross one of the transition values (φþ or φ−), either at the inner or outer edge of the
corresponding junction. The transition lines cut the plane into polygons, where each polygon hosts a fixed number of MZMs. The
polygons are colored according to that number. The braiding path connects the three configurations 1–3 shown in panel (a). The left
(right) white star marks the point where MZMs in junction 2 (1) are both at the outer edge, respectively.
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